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Excalibur: An Accurate, Scalable, and Low-Cost
Calibration Tool for Sensing Devices

Chia-Chi (Chelsey) Li and Behnam Dezfouli

Abstract—Calibration of an analog-to-digital converter is
an essential step to compensate for static errors and ensure
accurate digital output. In addition, ad-hoc deployments and
operations require fault-tolerant IoT devices capable of adapt-
ing to unpredictable environments. In this paper, we present the
design and implementation of Excalibur – a low-cost, accurate,
and scalable calibration tool. Excalibur is a programmable
platform, which provides linear current output and rational
function voltage output with a dynamic range. The basic idea is
to use a set of digital switches to connect with a parallel resistor
network and program the digital switches to change the total
resistance of the circuit. The total resistance and output fre-
quency of Excalibur is controlled by a program communicating
through the GPIO and I2C interfaces. The software provides
two salient features to improve accuracy and reliability: time
synchronization and self-calibration. Furthermore, Excalibur is
equipped with a temperature sensor to measure the temperature
before calibration, and a current sensor which enables current
calibration without using a digital multimeter. We present
the mathematical model and a solution to compensate for
thermal and wire resistance effects and validate scalability by
incorporating the concept of the Fibonacci sequence. Our exten-
sive experimental studies show that Excalibur can significantly
improve measurement accuracy. For example, for ATMega2560,
the ADC error reduces from 0.2% to 0.01%, for ADS8353, the
error reduces from 0.17% to 0.0014%, for INA219, the error
reduces from 0.42% to 0.02%, and for MCP3208, the error
reduces from 5.29% to 0.01%.

Index Terms—Sensor; Accuracy; Measurement; ADC; Inter-
net of Things (IoT); Power Emulation

I. INTRODUCTION

Data conversion accuracy is one of the main requirements
for building reliable wireless sensor networks and IoT sys-
tems. The fundamental architecture of an intelligent sensor
node consists of an analog-to-digital converter (ADC), a
processor, and a short-range radio. Ad-hoc deployments and
operations of the IoT systems require fault-tolerant sensors
adaptable to unpredictable environments [1], [2]. For exam-
ple, a smart temperature sensor with an integrated ADC needs
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to ensure the error is limited to a range from -0.25 ◦C to
0.35 ◦C when the sensor operates between 0 ◦C to 90 ◦C [3].
Confidence in the accuracy is crucial for mission-critical
applications such as monitoring a tank’s temperature, a pipe’s
pressure in a chemical factory, or vital human signs [4].

Without calibration, for example, a 12-bit ADC results in
an absolute error of around six to seven bits of accuracy [5].
Accuracy is dominated by the uncalibrated gain and uncali-
brated offset parameters of the ADC. Although most devices
are well within their data sheet limits, they do not center
around zero. Therefore, ADC always requires calibration to
offer a full-range accuracy. The key static specifications that
define the accuracy of an ADC are differential non-linearity
(DNL) and integral non-linearity (INL) [6]. DNL describes
deviations from the ideal transition voltage in the converter’s
transfer functions. The deviation from ideal transition is
the differential linearity error for that unique code, which
translates to least significant bit (LSB). INL is the overall
shape of the transfer function of ADC, also referred to
as static non-linearity or absolute non-linearity [7]. Non-
linearity causes data distortion while the signals are being
digitized. By thorough characterization of an ADC’s non-
linearity and transfer function, we can minimize its distortion.
There are a few different approximations of ADC non-
linearity commonly used for calibration, such as ordinary
polynomials, Chebyshev polynomials, and Fourier series [8].
Therefore, ADC calibration requires characterization of both
increasing and decreasing input levels, which require a wide
range of samples [9]. Since all components, including ADCs
in an analog chain, demonstrate deviations from their reason-
able values, a full calibration process is essential.

In addition to non-linearity, another critical element that
affects ADC inaccuracy and requires a full calibration process
is temperature variations. Furthermore, a common sensing
device consists of resistors in the circuit, where the resistance
of the resistors varies based on temperature conditions. How-
ever, ad-hoc deployments and operations require IoT systems
with the capability of adapting to unpredictable environments
and offering fault-tolerance under different temperature con-
ditions. Therefore, the calibration process must provide re-
sults that are accurate across a wide temperature range.

The common approaches for calibrating an analog input
are: (i) using various resistor values [10], [11], (ii) using
a potentiometer [12], [13] to generate variable loads, (iii)
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creating an extensive simulation environment [3], [14], [15],
and (iv) using a commercial power analyzer [16], [17]. How-
ever, these calibration mechanisms pose several limitations.
Resistors and potentiometers cannot provide quality calibra-
tions due to their limited range and unreliable resistance. De-
veloping extensive simulation environments for each type of
purpose require a sophisticated design to achieve the desired
accuracy. Furthermore, these simulation environments are
designed for specific applications and cannot be reused for
various scenarios. Finally, despite providing high accuracy,
commercial power analyzers are very costly.

To overcome the above challenges, we proposed in [18]
a programmable calibration tool, which provides a wide
range of discrete voltage and current outputs. The tool uses
a digital potentiometer to generate small changes in the
resistance, and a resistor network controlled by the digital
switches to enable large resistance jumps. However, since
variations of the digital potentiometer’s resistance are linear,
the circuit generates non-linear current and voltage outputs.
Because correction of the ADC non-linearity requires well-
characterized curve-fitting, it is essential to provide the linear
output over a wide range to achieve the desired accuracy.
Furthermore, digital potentiometer has a large temperature
coefficient, which results in significant resistance variations
versus temperature [19]. Resistance variation is one of the
main factors that decreases calibration accuracy. Since the
majority of IoT devices operate in non-controlled temperature
conditions, it is critical for the calibration tool to sustain high
accuracy under various temperatures. Therefore, we need a
calibration tool which not only can provide linear current and
voltage outputs, but is also low cost and can maintain high
accuracy against temperature variations.

In this paper, we present Excalibur – a scalable tool for
calibrating various analog-to-digital interfaces. Excalibur is a
low-cost and programmable tool that provides a wide range
of linear current output and rational function voltage output.
In particular, the contributions of this work are as follows:
– The basic idea of Excalibur is to use a set of digital

switches connected to a parallel resistor network and
program the digital switches to change the total resis-
tance of the circuit. We reduce resistance variations by
introducing low-temperature coefficient resistors instead of
digital potentiometers, thus increasing calibration accuracy.
Besides, by using digital switches with assigned resistor
values, we ensure the step size of the current output is
fixed and uniformed.

– The scalability of Excalibur’s outputs supports a broad
range of calibration requirements. In other words, the range
of the digital output matches the required scale of analog
input. For example, assume that an ADC can measure
between 0 V to 5 V, and the light sensor connected to the
ADC has a sensing range between 0 V to 3 V. This creates
a void from 4 V to 5 V. Therefore, the digital output range
needs to map to the analog input range between 0 V to 3 V

to maximize calibration resolution. In addition, Excalibur’s
output range can be scaled up, and the resolution can be
reduced by adding more switches and resistors.
For example, adding a digital switch with four 50 Ω
resistors increases the total output current by 400 mA,
and adding a digital switch with four 25 kΩ improves the
resolution to 0.2 mA. To show the scalability of Excalibur,
we incorporate the Fibonacci sequence to formulate a
mathematical model of scalability.

– Excalibur offers self-calibration, which is essential to com-
pensate for wire resistance and total resistance differences
under various temperature conditions. Excalibur includes
a set of pre-calibrated measurement arrays and a set of
temperature error correction functions. The arrays are used
to compensate for the impact of wire resistance on the
system, and the temperature correction functions are used
to correct the influence of temperature on output perfor-
mance. When the calibration process starts, the software
first measures the ambient temperature using a temperature
sensor. Based on the sensor’s reading, the corresponding
temperature error correction function is selected and ap-
plied to the pre-calibrated measurement array to adjust the
output.

– Excalibur provides a time synchronization mechanism
which eliminates the need for accurate time stamp match-
ing. This feature notably simplifies the calibration process
because various IoT devices present different warm-up
times and sampling frequencies, depending on factors such
as ADC type, processor speed, and available memory. For
example, the sampling rate of an ADC depends on its
serial interface, device driver, and programming techniques
used. Therefore, when Excalibur simultaneously triggers
measurement equipment and an IoT device to sample their
analog inputs, we do not need to worry about the exact
start times and sampling rates when matching the pairwise
values.

– We have implemented a prototype of Excalibur and con-
ducted an extensive set of experimental evaluations to
measure its performances. Our results show that Excalibur
achieves quality measurement fidelity under a wide range
of operations.
In particular, our prototype produces a dynamic current
range from 0 mA to 600 mA and dynamic voltage range
from 0.6 mV to 5 V. The minimum resolutions of our
prototype in terms of current and voltage are 1 mA and
0.1 mV, respectively. We also present case studies for
calibrating high-resolution ADCs. Our calibrations show
improvements across different devices. For example, the
error reduction of various devices are as follows: AT-
Mega2560: from 0.2% to 0.01%, ADS8353: from 0.17% to
0.0014%, MCP3208: from 5.29% to 0.01%, and INA219:
from 0.42% to 0.02%. The completed Excalibur board
only costs about $120, which is less than 2% of the cost
compared to current commercial solutions.
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The rest of the paper is organized as follows: Section II
presents the design challenges of scalable calibration, as well
as the design, mathematical modeling, and implementation
of Excalibur. We present the evaluations of Excalibur in Sec-
tion III. Section IV discusses the related work. We conclude
the paper in Section V.

II. DESIGN CHALLENGES, CONSIDERATIONS, AND
IMPLEMENTATION

The primary objective of designing a calibration tool is
to calibrate the analog inputs and outputs of IoT devices
such as the ADC or a digital-to-analog converter (DAC).
Designing a scalable calibration tool imposes the following
challenges and requirements: (i) Non-linear distortion: The
power calibration tool must support high-resolution current
and voltage change steps to provide full coverage for data
converter characterization. (ii) Large dynamic range: The
power calibration tool must provide current and voltage
samples over a dynamic range to span the input range of
various types of IoT devices. (iii) Timing synchroniza-
tion: A time synchronization mechanism is necessary to
correlate each current and voltage value generated by the
calibration tool and the value sampled by the target device.
(iv) Temperature variations: The total resistance of the
circuitry varies based on the device and ambient temperature.
Ambient temperature is the air temperature that surrounds
the circuitry, and device temperature is the temperature of the
circuit’s components. The power consumption of the circuitry
generates heat and results in a device temperature higher than
the surrounding ambient temperature. Temperature changes
result in resistance variation, thus affecting the output ac-
curacy of the calibration tool. (v) Wire resistance: Wire
resistance is the total amount of resistance on the circuit path.
The wire resistance in the circuit adds extra resistance and
impacts the output performance. Some of the main factors
that contribute towards path resistance are the total length
of the wires, temperature, number of cross-section paths,
and wire material. (vi) Portability and cost: Compared to
high-cost commercial power analyzers, the tool must be easy
to integrate, both electronically and mechanically. Also, it
should be low cost and easy to use.

A. Design Considerations and Solutions
In this section, we propose solutions to the above chal-

lenges and present our design. We formulate mathematical
models to show the impact of temperature and wire resistance
on calibration outputs. We also prove that the operating range
of Excalibur is scalable. We then present the hardware and
software implementation of this platform. Table I summarizes
the key notations.

1) Calibration Output Linearity: The essential objective
of a calibration tool is to generate variable loads to offer
pre-determined current and voltage outputs. Digital poten-
tiometers can satisfy this objective and provide a range of

Table I
KEY NOTATIONS

Notation Description
Ta Ambient temperature
Itotal Target current output value for each iteration
I50[ψ] 1-D current value array when 50 Ω resistors are enabled
ψ Number of 50 Ω resistors enabled
I250[ψ][ζ] 2-D current value array when 250 Ω and 50 Ω resistors enabled
ζ Number of 250 Ω resistors enabled
I1kΩ[ψ][ξ] 2-D current value array when 1 kΩ and 50 Ω resistors are enabled
ξ Number of 1 kΩ resistors enabled
I5kΩ[ψ][ν] 2-D current value array when 5 kΩ and 50 Ω resistors are enabled
ν Number of 5 kΩ resistors enabled
fTa (θ) Temperature error correction function
ρ Period of output changing events
pt Resistor pointer that identifies which resistor to connect or disconnect
pt250 Resistor pointer that identifies which 250 Ω resistor to connect or disconnect
pt50 Resistor pointer that identifies which 50 Ω resistor to connect or disconnect
pt1k Resistor pointer that identifies which 1 kΩ resistor to connect or disconnect
pt5k Resistor pointer that identifies which 5 kΩ resistor to connect or disconnect
pts Array including the 50 Ω, 250 Ω, 1 kΩ, and 5 kΩ pointers
Rt Array of 50 Ω, 250 Ω, 1 kΩ, and 5 kΩ resistor’s GPIO pin numbers
I Current output value
Imax Maximum target current value
Ipre Current output value of previous iteration

Figure 1. Linearity comparison between a digital potentiometer and a digital
switch. (a) current output using a digital potentiometer AD5200. (b) and
(c) show current and voltage, respectively, when using ADG1612 digital
switches.

resistance to generate various loads [20]. The resistance value
for a digital potentiometer is Rp(σ) = σ

2b
×Rmax+Rw, 0 ≤

σ ≤ 2b, where b is the number of bits supported by the
potentiometer, σ is the value programmed into the poten-
tiometer, and Rw is the wiper resistance. Output resistance
Rp(σ) is proportional to the digital potentiometer’s end-to-
end resistance Rmax. Base on Ohm’s law, when the resistance
variations of a circuit is linear, it generates non-linear current
and voltage outputs, which also implies the step size of the
output is not constant.

Figure 1 (a) shows the experimental results of current
output using a digital potentiometer AD5200 [19]. The non-
constant step size means the potentiometer generates smaller
output changes when it starts at the maximum resistance.
It demonstrates more substantial output changes once it
reaches its minimum resistance. Because correcting ADC
non-linearity requires well-characterized curve-fitting, it is
essential to provide a linear output over a wide range to
achieve the desired accuracy. Besides, calibration quality
significantly drops for those sensors that operate within the
ranges that have a reduced number of steps.

To address the above issues, we replace the digital po-
tentiometer with two ADG1612 digital switches [21]. One
is connected to four 5 kΩ high-precision resistors, and the
other is connected to four 1 kΩ high-precision resistors.
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These high-precision resistors are part of the variable resistor
network, which can provide 1 mA and 5 mA change in
current. Figures 1 (b) and (c) illustrate the experimental
results of replacing the digital potentiometer with two digital
switches in terms of current and voltage, respectively. The
current output becomes linear and the step sizes are evenly
distributed throughout the entire range, which dramatically
improves calibration accuracy.

2) Volume Steps with Dynamic Output Range: The stan-
dard analog to digital conversion has an analog input Vin(t)
and a digital output Dout(t), where t represents time. The
purpose of voltage calibration is to find a function f(d) to
implement in the correction module, where d is a digital
output. Function f(d) is to minimize the error between
the corrected voltage output f(Dout(t)) and ground truth
measurement Vin(t). Equation LSB = ∆ = VFS

2r defines
the minimum resolution of the ADC per digital bit (LSB),
where VFS is the full-scale range of the ADC determined by
the reference voltage, and r is the maximum number of bits
the input value can be translated to. Equation 1 defines the
final digital output value of the ADC,

Dout(t) =
⌊Vin(t)

∆

⌋∣∣∣∣
t=r×ρs

=
⌊
2r × Vin(r × ρs)

VFS

⌋
(1)

where ρs is the sampling period. Based on this equation, nor-
malization and truncation of the analog inputs are involved in
the ADC quantization process. The maximum instantaneous
value of distortion is LSB

2 , and the total variation range is
−LSB2 to +LSB

2 . In addition to quantization errors, there
are two static specifications that define the accuracy of
conversion: differential non-linearity (DNL), and integral
non-linearity (INL). DNL error is the difference between
an actual step width and the ideal value of 1 LSB. INL
error is the deviation, in LSB or percentage of the full-
scale range, of an actual transfer function from ideal, straight
conversion line. More importantly, the magnitude of INL
directly depends on the correlation position chosen for the
ideal straight line. Since f(d) is non-linear, it is crucial to
characterize ADC’s full scale instead of only a few positions.

To overcome this challenge, we connect a resistor network
in parallel with the digital switches to increase the total
current flow. The total current output of the parallel resistor
network can support is

Itotal(t) =

n∑
j=1

Ij(t) ∀n ∈ N (2)

where Ij(t) is the current that a resistor Rj belonging to the
resistor network carries. For any positive integer n, we can
expand the current output range Itotal(t) to satisfy any cali-
bration range requirement as long as the given input voltage
is within the operational range of the circuit components. The
capability to expand the output range proves the scalability
of this platform in terms of current. Similarly, for voltage
scalability, we connect a resistor Rv with the resistor network

in serial. Based on Ohm’s law, Excalibur’s voltage output
range is,

Vtotal(t) = Itotal(t)×Rv (3)

With the capability to expand the Itotal(t) range, we prove
the voltage scalability of Excalibur.

In addition to scalability, we want Excalibur’s current
output to be linear. Because ADC non-linearity requires
curve-fitting to achieve accuracy, we can improve calibration
accuracy by providing a linear output over a wide range.
To generate a linear output, Ij(t) should have a linear
relationship with Ij−1(t). The linear relationship between
Ij(t) and Ij−1(t) is,

Ij(t) = k × Ij−1(t) ∀j, k ∈ N (4)

To support gradual increase of output current, Ij(t) can be
expressed as follows,

Ij(t) = Ij−1(t) + Ij−2(t) (5)

also known as the Fibonacci sequence. Therefore, we use
induction to prove the maximum current is

∑n
j=1 Ij(t) =

In+2(t)− 1, where ∀n ≥ 2 and n, j ∈ N .
With the mathematical model proven, we implement our

prototype with n = 3. However, based on Equation 2,
scalability is not necessarily limited to n = 3. To increase the
number of current jumps, we use ADG1612 digital switches
to control the number of resistors in the resistor network that
are connected to the circuit.

One of the digital switches connects with four 5 kΩ
resistors to generate a 1 mA minimum current. The reason
behind selecting the 5 kΩ resistor is to support 1 mA current
steps. We choose I2(t) = 20, I3(t) = 80, and I4(t) = 100 to
implement our prototype. In this case, I4(t) = I3(t) + I2(t)
satisfies Equation 5, I3(t) = 4× I2(t), and I4(t) = 5× I2(t)
satisfies the linearity relationship of Equation 4. After reach-
ing the maximum current of the first digital switch, a 1 kΩ
resistor on the resistor network (controlled by the second
digital switch) is enabled to provide additional current. Re-
peating this process results in gradually increasing the current
by enabling additional resistors until reaching Excalibur’s
maximum current output. Based on Equation 3, a similar
analysis can be employed for voltage.

3) Time Synchronization: The differences in the sampling
offset and sampling rates of the measurement device and
the target device make correlating the readings a challenging
task. For example, when configuring an output value, the
ADC might miss that value due to its lower sampling rate
compared to measurement devices such as DMM and current
sensor. If the design does not provide enough duration during
two consecutive output changes, the ADC and the mea-
surement device may collect samples belonging to different
output values. Therefore, we need to ensure that both the
measurement device and the target device sample the output
at least once during a time interval. The next challenge is
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Table II
RESISTANCE VALUES BASED ON TEMPERATURE COEFFICIENT α UNDER

DIFFERENT TEMPERATURES. THE CURRENT OUTPUT AT 55 ◦C IS LOWER
THAN THE OUTPUT AT 15 ◦C.

Resistor Value Material α R @ 15 ◦C R @ 55 ◦C
5 kΩ Thin Film ± 5 ppm/◦C 4.999 kΩ 5.001 kΩ
1 kΩ Thin Film ± 5 ppm/◦C 1.002 kΩ 0.9998 kΩ
250 Ω Thin Film ± 5 ppm/◦C 249.95 Ω 250.05 kΩ
50 Ω Wire-wound ± 20 ppm/◦C 49.96 Ω 50.04 kΩ

to ensure that when we compare two sampled values, the
samples are collected when the output is stable and at the
same time interval. To overcome these challenges, Excalibur
stores the voltage or current settling time information after
applying each configuration that results in an output change.
For example, assuming the minimum sampling rate of the
ADC and target device is rmin, we first ensure that ρ > 1

rmin
,

where ρ is the period of the output change. Second, assuming
that a new output value is configured at time ti, to correlate
the values collected by DMM and target IoT device, we
correlate the readings with values that are closest to time
ti+

ρ
2 . This synchronization approach ensures the two values

belong to the same output value.
4) Accuracy Impact on Thermal Effect: Since Excalibur

consists of resistors and capacitors, its accuracy is limited by
static and dynamic power dissipation. Dynamic power is the
main contributor to the power dissipation [22]. Specifically,
dynamic power consumption is proportional to switching
frequency: Pdyn ∝ freq. Excalibur uses digital switches
frequently to switch resistor terminals, which causes the
resistor path to connect and disconnect to the power source.
The switching activities result in the charging and discharging
of the capacitor connected to the resistor. Therefore, the
frequency of charging and discharging is the primary source
of Excalibur’s dynamic power dissipation.

To charge a capacitance C, we applied a voltage step V
as a source of energy. The total amount of energy E0→1 to
charge a capacitance is,

E0→1 =

∫ ∞
0

V C
dVC
dt

dt = CV

∫ V

0

dVC = CV 2 (6)

When charging the capacitor, half of that energy (i.e., 1
2CV

2)
is stored in the capacitor, while the other half dissipates as
heat by the resistance of the RC circuit. While discharging,
the stored energy dissipates as heat as well. Heat dissipation
during charging and discharging increases the resistor tem-
perature, making it higher than the ambient temperature. The
amount of temperature increase from ambient temperature is,

T∆ = Pdyn ×Rλ (7)

where Rλ is thermal resistance of resistor. Besides, the
resistance of the resistors changes based on temperature [23].

Resistor values (Rτ ) at a particular temperature T can be
expressed as follows,

Rτ = Rref [1 + α(T − Tref )] (8)

where Rref is resistance at reference temperature, α is
temperature coefficient, T is current resistor temperature, and
Tref is reference temperature usually at 20 ◦C. Based on
Equation 7 and Equation 8, we can express the relationship
between the resistor value and temperature as follows,

Rτ = Rref [1 + α((Ta + T∆)− Tref )]

= Rref{1 + α[Ta + (
1

2
CV 2 ×Rλ)]− Tref} (9)

where Ta is the ambient temperature. Similarly, for current
input analysis, we apply a fixed current source as a source
of energy to charge a capacitor. The total amount of energy
taken from supply to charge a capacitance is E0→1 = EC +
ER, where EC is the energy stored at capacitor, and ER is
energy dissipated by the resistor. The total energy stored in
capacitor can be expressed as follows,

EC =

∫ ∞
0

Is(RIs)dt = RI2tc = (
RC

tc
)CV 2 (10)

where tc is the charging time of the capacitor, and tc =
CV
I . Therefore, the voltage output rises linearly with time.

Equation 10 shows that energy dissipation in the resistor can
be reduced by increasing charging time tc or decreasing the
supply current Is. Therefore, accuracy is affected by the level
of supply current and the size of the capacitor.

Pure metal with a positive α indicates that resistance in-
creases when temperature increases. The resistance decreases
with increasing temperature with other materials such as car-
bon, silicon, and germanium. The relationship of resistance
and temperature for a metal resistor fits tightly to a quadratic
polynomial equation [24]. Most resistor data sheets indicate
two temperature coefficients α: a positive value for coefficient
above reference temperature Tref , and a negative value for
under Tref . Table II lists all the high-precision resistors
we used in the prototype design. Excalibur uses metal thin
film resistors [25] as part of the small current generation
process and wire-wound resistors [26] to provide stability
for larger current. Table II uses Equation 8 to calculate the
resistance value under different temperatures. We expect to
see noticeable current variations on the 50 Ω resistor path
since the temperature coefficient is ± 20 ppm/◦C [27].

Equation 9 indicates that accuracy can be affected by
the level of the voltage supply, temperature coefficient,
and material thermal resistance. Specifically, increasing the
supply voltage level and test temperature reduce accuracy.
To provide a high accuracy output, it is crucial to calculate
the accuracy impact of the temperature. Failure to consider
this impact causes the outputs to demonstrate gaps between
output steps, thus providing lower than desired output range
and unexpected current or voltage drop.
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Table III
OUTPUT CURRENT AT 25 ◦C IS USED AS A BASELINE TO CALCULATE

TEMPERATURE ERROR CORRECTION FUNCTIONS. A POSITIVE ABSOLUTE
ERROR PERCENTAGE INDICATES THE CURRENT IS HIGHER THAN 25 ◦C.
ABSOLUTE ERROR WAS MEASURED IN MA. θ IS THE CURRENT VALUE AT

25 ◦C.

Ta Abs. Error (%) Temperature Error Correction Function
15 0.63% f15(θ) = −0.003125 + 0.0000329× θ + 2.7027e−8 × (θ − 312.886)2

35 -1.45% f35(θ) = 0.0056552− 8.0728e−5 × θ − 3.8828e−8 × (θ − 312.886)2

45 -5.54% f45(θ) = −0.02355− 0.0001225× θ + 4.6587e−7 × (θ − 266.002)2

55 -6.3% f55(θ) = −0.014299− 0.0001126× θ + 2.917e−7 × (θ − 266.959)2
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Figure 2. Output current error compared with output current measured at
25 ◦C Output current error at (a) 15 ◦C, (b) 35 ◦C, (c) 45 ◦C and (d) 55 ◦C.

To overcome this challenge, we use an ultra high-precision
DMM (DMM7510 [28]) to measure Excalibur’s current out-
put under different temperature conditions and compare the
results with the current output measured at 25 ◦C. The current
output is measured after Excalibur is placed into a stable
temperature chamber with the temperature set for 30 minutes.
Figure 2 shows the current output error under four different
temperatures: 15 ◦C, 35 ◦C, 45 ◦C, and 55 ◦C. If the absolute
error percentage is positive, it indicates the output at that
temperature is higher than the output at 25 ◦C, and a negative
value indicates that the output at that temperature is lower
than the output at 25 ◦C.

Table III shows the absolute error increases versus tem-
perature. Since the relationship of resistance and temperature
fits closely to the quadratic function [24], we use polynomial
regression to model the temperature error correction function
as shown in Table III. The reason we use the polynomial
regression instead of Equation 10 is that the system has
variable wire resistance under different output configurations,
which increases the complexity of calculating the temperature
effect. The difference in wire resistance also impacts the
final current performance. The simplest way to model the
effect of temperature on current is to measure current output
(while the device is inside a stable temperature chamber)
and use polynomial regression. Excalibur collects the ambient
temperature before the calibration and finds the closest pre-
defined temperature condition. It then applies the temperature
error correction function corresponding to the predefined
temperature condition to the output calculation. By applying
the temperature error correction equation we can offer a sta-
ble and linear output under different temperature conditions.
The same process applies to voltage output calibration.

5) Accuracy Impact on Wire Resistance: The resistance
of the circuit path is one of the critical parameters when
determining calibration system performance. Wire resistance
depends on four main factors: material resistivity, length of
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Figure 3. Theoretical and empirical current output values. We can observe
that output current degrades when more resistor paths are enabled. (a)
Theoretical and empirical output current values versus measured current
value on 50 Ω, and (b) 250 Ω resistor paths.

the wire, cross-sectional area, and wire temperature [29].
Wire resistance can be represented as Rwire =

Rρl
A , where l

is the length of the wire, A is the area of the wire, and Rρ
is the material resistivity of the wire. Based on Ohm’s law,
a single resistor path’s current is I(t) = V (t)

R+Rwire
.

When the resistor value is large, for example, 1 kΩ, the
impact of Rwire on current is low. On the other hand, when
the resistor value is small, for example, 50 Ω, the impact of
Rwire on current is significant. Since we use digital switches
to connect and disconnect the resistor path to a power source,
the total wire length varies in each step, which in turn results
in frequent wire resistance changes.

Figure 3 presents a comparison between expected and mea-
sured current values versus the number of enabled resistor
paths. As we can see, when the number of enabled resistors
increases, the gap between the theoretical and empirical
output current increases significantly on the 50 Ω resistor
path. This is because the increase in wire resistance causes a
bigger impact on the low resistive path. As shown in Figure 3,
the impact of the 250 Ω resistor path is smaller compared to
the 50 Ω.

To minimize the complexity of calculating Rwire, we
use a high accuracy DMM to measure the wire resistance
impact of different resistor path combinations. The Excalibur
prototype includes twelve 50 Ω, four 250 Ω, four 1 kΩ, and
four 5 kΩ resistors. We first measure the current output
value with only one 50 Ω resistor enabled, then with two
50 Ω resistors enabled, and repeat the process until all the
twelve 50 Ω resistors are enabled. All measurement values
are saved into a one-dimensional (1-D) array I50[ψ], where
ψ represents the number of 50 Ω resistors enabled for that
current value. ψ ∈ N and 0 ≤ ψ ≤ 12, where ψ = 0
represents no 50 Ω resistor is enabled. We repeat the same
process for measuring current value by enabling the 250 Ω
resistors with the 50 Ω resistors enabled simultaneously. The
measured current values are entered into a two-dimensional
(2-D) array I250[ψ][ζ], where ζ represents the number of
the 250 Ω resistors enabled, and ψ represents the number
of 50 Ω resistors enabled for that current value, ζ ∈ N and
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0 ≤ ζ ≤ 4. For example, I250[2][3] represents the current
value when two 50 Ω and three 250 Ω resistor paths are
enabled. The same process repeats for creating 2-D arrays
I1k[ψ][ξ] and I5k[ψ][ν], where ξ represents the number of
1 kΩ, and ν represents the number of 5 kΩ resistors enabled
for that current value, ξ, ν ∈ N and 0 ≤ ξ, ν ≤ 4.

After calibrating Rwire, we use these calibration arrays to
accurately calculate the expected current output. Instead of
using a linear algorithm to traverse through resistor combi-
nations [18], we combine I50 and I250 to generate a custom
loop based on the calibrated current value. The custom loop
reduces the computation time and provides a linear perfor-
mance for the current output. Section III compares the results
between the linear algorithm and our proposed methodology.
Current output using the linear algorithm shows large jumps
and gaps between steps, while the proposed algorithm with
pre-calibrated arrays shows smooth and linear results. The
same process of generating pre-calibrated arrays can also be
used for voltage calibration.

B. Hardware Implementation

Excalibur’s hardware consists of seven main units: (i)
micro-controller unit (MCU), (ii) resistance control unit
(RCU), (iii) variable resistor network, (iv) output selection
jumpers, (v) digital temperature sensor (MCP9808) [30],
(vi) current sensor (INA219 [31]), and (vii) measurement
selection jumper. MCU is used to control the RCU, syn-
chronize the operation of the target and measurement device,
read and collect ambient temperature, and record the settling
time of each output value generated. RCU is responsible for
controlling the variable resistor network. The MCP9808 is
used to the collect ambient temperature before calibration.
The INA219 is used to collect current measurement during
calibration. The measurement selection jumpers allow the
user to enable the temperature and current sensor. The output
selection jumpers enable the user to select between current
or voltage outputs.

Figure 4 presents the block diagram of Excalibur. We
implement MCU functions by developing a Python config-
uration code running on a Raspberry Pi 3 (RPi) board. RPi
acts as a micro-controller unit which connects to the RCU
through the GPIO interface and controls the RCU to perform
the desired changes. To control the start and stop of sampling,
MCU also provides trigger signals through the GPIO to the
target device and external DMM.

RCU contains six ADG1612 digital switches to control
the total resistance of the circuit. The various resistance
values provide a full calibration coverage, from low sleeping
current to a high active current of IoT devices, as proved in
Section II-A2.

The current leakage of ADG1612 is nearly negligible
under junction temperature of 80 ◦C, which is crucial to
the stability against temperature influence [21]. In addition,
AD1612 is capable of 8 MHz switching frequency under

ADG1612

ADG1612

R(250 Ω)x4

DMM

Resistor 
Control Unit

Variable 
Resistor Network

Output Selection
(current or voltage)

ADG1612

ADG1612

Microcontroller 
Unit (MCU) R(50 Ω)x4

R(50 Ω)x4

R(50 Ω)x4

GPIO

INA219

Power Source
(up to 5.5 V)

R(100 Ω)

Current Flow Circuit

Control Circuit

R(1 kΩ)x4

R(5 kΩ)x4

ADG1612

ADG1612

MCP9808

I2C

Measurement Selection
(current or temperature)

Target

Figure 4. The block diagram of Excalibur. MCU provides synchronized
trigger signals to the target ADC, DMM, and INA219. MCU also measures
temperature and current. The ADG1612 digital switches control the resistor
network.

80 ◦C and 5 V supply. These features enable us to provide
stable current and voltage outputs within 1 µs period.

The variable resistor network is a circuit connecting 24
resistors in parallel, which is controlled by the RCU’s
ADG1612 ICs. The ADG1612 digital switch contains four
terminals and each terminal is connected to a resistor. When
a terminal receives a logic 1 signal, the resistor that is
controlled by the terminal connects to the variable resistor
network, which increases the total current flow. If the terminal
receives a logic 0 signal, the resistor is disconnected from
the variable resistor network, which reduces the total current
flow. There are six ADG1612s used in the RCU: one is
connected to four 5 kΩ, one is connected to four 1 kΩ, one
is connected to four 250 Ω, and the other three are connected
to four 50 Ω high-precision resistors.

These high-precision resistors connected to the ADG1612s
are part of the variable resistor network, which can provide
1 mA, 5 mA, 20 mA and 100 mA changes in current. It is
worth noting that the effect of the ADG1612s on the current
draw is minimal, as it only shows a 1 Ω resistance when
operating.

The output selection jumpers are used to switch between
the voltage and current outputs. When voltage output is
selected, the output selection jumpers enable a high-power
100 Ω resistor to connect in serial with the resistor network.
It provides the same dynamic range for the voltage change
from 0 V to 5 V as proved in Section II-A2. Excalibur
generates trigger signals through the GPIO pins to start and
stop simultaneous data collection of the target ADC and
measurement devices (i.e., INA219 or DMM). To improve
stability and remove the alternating current caused by voltage
ripple, we add low pass filters to the resistor network.
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Figure 5. Prototype of Excalibur. The proposed tool is a shielded board
installed on top of a RPi. The RPi communicates with Excalibur through
I2C and GPIO interfaces.

The digital temperature sensor (i.e., MCP9808) collects
the ambient temperature to select the corresponding temper-
ature error correction functions fTa(θ) to compensate the
impact of temperature drift on the resistor network. Function
fTa(θ) is a set of four error correction functions which
have been measured under four different temperatures: 15 ◦C,
35 ◦C, 45 ◦C, and 55 ◦C. Based on the ambient temperature,
Excalibur switches to the closest corresponding fTa(θ) to
compensate the impact of temperature drift. To reduce the
board’s power consumption, the digital temperature sensor
can also be turned off by using the measurement selection
jumpers.

The current sensor (i.e., INA219) collects current or
voltage measurements through internal connections on the
board. With the internal op-amp’s gain set on the INA219
board, the maximum current measurement it can support is
± 400 mA and the resolution is 0.1 mA [31]. By introducing
the INA219, the proposed tool adds the capability to cali-
brate low power sensors when there is no DMM available.
For example, for electrocardiography (ECG) sensors whose
measurement range is around a few mV [32], Excalibur
can be used for calibration without using a DMM. When
not required, the measurement selection jumpers enable the
user to deactivate the INA219 and reduce the board’s power
consumption.

Figure 5 shows the prototype of Excalibur. The total cost
of the complete Excalibur PCB assembly is estimated to
be about $120, including the manufacturing costs as well.
Compared to current commercial power analyzers which cost
a minimum of $14,000 [33], our solution provides substantial
cost reduction, scalability, portability, improved accuracy, and
ease of integration.

C. Software Implementation

Excalibur’s software runs on a flavor of Linux operating
system called Raspbian and uses the BCM library [34] to

control the GPIO pins and I2C bus. The software controls
the operations of the resistor network which includes setting
up the I2C and GPIO drivers, accurate time stamping of
resistance change events, collecting temperature and mea-
surement results, and sending synchronization signals. It uses
a collection of Python scripts that are used by the MCU
to trigger scheduled actions to start and stop the calibration
process. A set of current arrays I50, I250, I1k, and I5k are
stored in the software, which are pre-calibrated with the
system’s wire resistance and the temperature error correction
functions. When more and more resistors are enabled on the
parallel resistor network, the wire resistance increases, as
shown in Section II-A5. Also, as we proved in Section II-A4,
the resistance value of circuitry varies under different tem-
perature conditions. The software applies the corresponding
temperature error correction functions fTa(θ) based on the
ambient temperature value measured before calibration.

At a high level, the software consists of two major
components: initialization functions and a nested recursive
function. Initialization functions initialize the hardware con-
nections and variables. A nested recursive function is used
to enable resistors to achieve target current value recursively.
To explain the operation of the software, we broke it into
Algorithm 1, which is the main configuration algorithm, Al-
gorithm 2, which shows the utility functions, and Algorithm
3, which shows the resistor control functions. We explain
these algorithms as follows.

As shown in Algorithm 1, line 2, and Algorithm 2, line 2,
the controller software first initializes all GPIO pins, discon-
nects all resistors from the resistor networks, and sets up the
I2C driver. In Algorithm 2, line 6, all pointers pt in pointer
array pts are initialized to 0 and all the resistor’s GPIO
pins in the resistor array Rt are disconnected. Users need to
provide: (i) the desired time interval between configurations
ρ, and (ii) the maximum current output Imax. Excalibur uses
MCP9808 to measure ambient temperature Ta before the
calibration process as shown in Algorithm 2, line 3.

The generate_current_array() function first ini-
tializes the index for Itotal in Algorithm 2, line 8. Based
on the temperature Ta measured, the target current value
is adjusted to compensate current based on the temperature
error correction function fTa(θ). Ta rounds up to the closest
of one of the four predefined temperature points to apply
the corresponding fTa(θ) in Algorithm 2, line 12. The Itotal
calibration array is generated by combining both I50[ψ] and
I250[ψ][ζ] arrays as the target current value for each iteration
of Algorithm 1, line 3 to be achieved.

Before the start of each Ttotal iteration, Algorithm 1,
line 6, initializes breakflag to FALSE. During each iteration,
the current value starts to increase from the inner loop which
enables the 5 kΩ resistors on the resistor network one at a
time as shown in Algorithm 1, line 24 and Algorithm 3,
line 25. In Algorithm 3, line 26, the software connects
each resistor to the network by enabling the GPIO pin
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Algorithm 1: Configuration Algorithm
inputs: ρ: time interval

Imax: maximum target current value

1 function main(ρ, Imax)

2 initialization();
3 Itotal = generate_current_array();

/* generate target current value for each
iteration */

4 send start trigger signals through GPIO;
/* signal to all connected devices */

5 for i← 0 to size of Itotal do
6 breakflag = FALSE;
7 if I == Imax then
8 break;

9 for j ← pts[pt50] to ψ do
/* pts[pt50] = (the number of enabled 50 Ω

resistors) + 1 */

10 if breakflag == TRUE or I == Imax then
11 break;

12 if Ipre == (I50[j + 1] + 1) then
13 en_50Ω();

14 for k ← pts[pt250] to ζ do
/* pts[pt250] = (the number of enabled 250

Ω resistors) + 1 */

15 if breakflag == TRUE or I == Imax then
16 break;
17 if k ! = 0 and Itotal[i] > I250[pt50][1] then
18 breakflag = en_250Ω();

19 for l← pts[pt1k] to ξ do
/* pts[pt1k] = (the number of enabled 1

kΩ resistors) + 1 */

20 if breakflag == TRUE or I == Imax then
21 break;
22 if l ! = 0 and Itotal[i] > I1k[pt50][1] then
23 breakflag = en_1kΩ();

24 for m← pts[pt5k] to ν do
/* pts[pt1k] = (the number of enabled 5

kΩ resistors) + 1 */
25 if breakflag == TRUE or I == Imax then
26 break;
27 breakflag = en_5kΩ();

28 send stop trigger signals through GPIO;
29 return;

indicated by Rt[5kΩ[m]], where m is the mth 5 kΩ resistor
GPIO pin number. Current value I is the sum of currents
introduced by the enabled resistors during that iteration
as shown in Algorithm 3, line 27. The time_stamps()
function in Algorithm 2, line 18 and Algorithm 3, line 28,
time stamps the current output values I and saves into
a log file. This log file is used for time synchronization
between the target device and measurement device. In Al-
gorithm 3, line 33, if current value I reaches the iteration’s
target current value Itotal[i], the algorithm increments the
pointers, sets breakflag to TRUE, and saves I as Ipre.
In Algorithm 3, line 29, if I + 1 has the same value as
the next iteration of I50 current value, the algorithm sets

Algorithm 2: Utility Functions used by the Configuration
Algorithm

1 function initialization()

2 initialize GPIO, disconnect all resistors, and set up I2C driver;
3 connect MCP9808 to measure Ta;
4 pts = [pt5k, pt1k, pt250, pt50];
5 Rt = [5kΩ[ν], 1kΩ[ξ], 250Ω[ζ], 50Ω[ψ]];
6 initialize pts = 0, Rt = disconnect, and I = 0;

7 function generate_current_array(I250[ψ][ζ],I50[ψ],Ta)

8 initialize index to 0 for Itotal array;
9 for i← 0 to number of 50 Ω resistors do

10 for j ← 0 to number of 250 Ω resistors do
11 θ = I50[i] + I250[i][j] -1;

/* θ is target current number for each
iteration */

12 Ta rounds up to the closest measured temperature point;
13 Itotal[index] = fTa (θ);
14 index = index +1;

15 return Itotal;

16 function time_stamps(ρ, I)

17 delay for ρ
2

;
18 Time stamps ρ

2
and I into a log file;

19 delay for ρ
2

;

20 function reset_pointer(pt,resistor,pts,Rt)

21 index1 = pt’s index in pts;
22 pts[:index1] = 0;
23 index2 = resistor’s index in Rt;
24 Rt[:index2] = disconnect;

25 function increment_pointer(pt,pts)

26 index1 = pt’s index in pts;
27 index2 = pt250 index in pts;
28 for q ← index1 to index2 do

/* increment nested loop’s pointers */
29 if pts[q] does not point to the last resistor then
30 pts[q] ++;
31 else
32 pts[q] = 0;

breakflag to TRUE, saves I as Ipre, and resets the pt5k

pointer. In Algorithm 2, line 25 and Algorithm 3, line 33,
the increment_pointer_function() is used to in-
crement the identified pointer number by one and reset to
zero when it reaches the last resistor position. If the current
value in the next iteration is enough to enable one extra 50 Ω
resistor, the algorithm will break the loop and set pt[pt5k] to 0
as shown in Algorithm 3, line 30. The reset_pointer()
function in Algorithm 3, line 2, 8, and 17, and Algorithm 2,
line 20 is for resetting the pointers and disconnecting the
resistor terminals from the network. After enabling all the
5 kΩ resistors, the algorithm enables the 1 kΩ, 250 Ω, and
50 Ω resistors as shown in Algorithm 1, line 23, 18, and 13,
until the target current Itotal[i] in each iteration is reached.

The software configuration for generating current output is
the same as generating voltage output. Excalibur can support
output frequency (i.e., changes of current/voltage values) up
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Algorithm 3: Resistor Control Functions used by the
Configuration Algorithm

1 function en_50Ω(pts,Rt,ρ,I50,j)

2 reset_pointer(pts[pt250],Rt[250Ω[ζ]],pts,Rt);
3 connect Rt[50Ω[j]] terminal to the resistor network;
4 I = I50[j + 1];
5 time_stamps(ρ,I);
6 pts[pt50] ++;

7 function en_250Ω(pts,Rt,ρ,I50,I250,Itotal[i],k)

8 reset_pointer(pts[pt1k],Rt[1kΩ[ξ]],pts,Rt);
9 connect Rt[250Ω[k]] terminal to the resistor network;

10 I = I250[pts[pt50]][k] + I50[pts[pt50]];
11 time_stamps(ρ,I);
12 if I == Itotal[i] then
13 set breakflag = TRUE and Ipre = Itotal[i] ;
14 increment_pointer(pts[pt250],pts);
15 return breakflag;

16 function en_1kΩ(pts,Rt,ρ,I50,I250,I1k,Itotal[i],k,l)

17 reset_pointer(pts[pt5k],Rt[5kΩ[ν]],pts,Rt) ;
18 connect Rt[1kΩ[l]] terminal to the resistor network;
19 I = I1k[pts[pt50]][l] + I250[pts[pt50]][k] + I50[pts[pt50]];
20 time_stamps(ρ,I);
21 if I == Itotal[i] then
22 set breakflag = TRUE and Ipre = Itotal[i];
23 increment_pointer(pts[pt1k],pts);
24 return breakflag;

25 function en_5kΩ(pts,Rt,ρ,I50,I250,I1k,I5k,Itotal[i],k,l,m)

26 connect Rt[5kΩ[m]] terminal to the resistor network;
27 I= I5k[pts[pt50]][m] + I1k[pts[pt50]][l] + I250[pts[pt50]][k] +

I50[pts[pt50]];
28 time_stamps(ρ,I);
29 if (I + 1) == I50[pts[pt50] + 1] then

/* (I + 1) is enough to enable one extra 50
Ω resistor */

30 set breakflag = TRUE, Ipre = Itotal[i] and pts[pt5k] = 0;
31 if I == Itotal[i] then
32 set breakflag = TRUE and Ipre = Itotal[i];
33 increment_pointer(pts[pt5k],pts);
34 return breakflag;

to 50 MHz. After the MCU sends the trigger signals to the
target device and measurement device through the GPIO pins,
it starts to change resistance until it reaches the desired target
current or voltage.

III. PERFORMANCE EVALUATION AND CASE STUDIES

In this section, we evaluate Excalibur’s linearity, dynamic
range, resolution, stability, and temperature.

A. Evaluation of Current Output Linearity

ADC non-linearity requires curve-fitting to achieve high
accuracy. Excalibur improves calibration accuracy by provid-
ing a linear output over a wide range. Therefore, linearity is
a crucial performance metric for a high accuracy calibration
platform. To measure linearity performance, we use a high-
accuracy DMM7510 [28] to validate Excalibur’s current
output at 25 ◦C. When validating the linearity, we connect

Figure 6. Experimental results of current output performance between the
linear algorithm of [18] and the algorithm proposed in this paper. (a) Full
current output range. (b) A close-up look at the current output.

a DMM to Excalibur’s output to measure the ground-truth
current.

For this experiment, the current output changes every 1ms
from 0 mA to 500 mA. As we shown in Figure 1, the current
output is linear. Figure 1(b) shows that the current output
step size is 1 mA while keeping the linear performance to
20 mA .

We also validate the current output by using the linear
algorithm of [18] and our proposed algorithm under the same
conditions. Figure 6 shows the comparison between the linear
algorithm without pre-calibration and our proposed algorithm
with a pre-calibration array. On the full current output range,
we can see the output without pre-calibration is not linear and
introduces jumps between steps. The non-linearity is because
the target current value is mismatched due to the lack of wire
resistance calculation when the board switches from a higher
resistance path to a lower one. We can see that our proposed
algorithm offers a linear behavior while the output without
pre-calibration includes large gaps.

B. Evaluation of Dynamic Range

Dynamic range and resolution are important performance
metrics for a calibration platform. Excalibur’s output range
and resolution can be customized to match with the target
ADC’s range of interest. To measure dynamic range, resolu-
tion, and static accuracy, a high-accuracy DMM (DMM7510)
is used to validate the results. Figure 7 shows the experimen-
tal results pertaining to dynamic range validation. The current
output spans from 0 mA to 600 mA and its voltage output
spans from 0.6 mV to 5 V. These features make Excalibur
ideal for calibrating various ADCs.

C. Evaluation of Temperature Stability

To measure Excalibur’s performance under different tem-
peratures, we place it into a high precision temperature
chamber for 30 minutes before performing the measurement.
Then, we connect the DMM7510 to Excalibur to perform
current and voltage measurements. Figure 8 illustrates the
experimental results under five different temperature condi-
tions: 15 ◦C, 25 ◦C, 35 ◦C, 45 ◦C, and 55 ◦C. We can see
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Figure 7. Empirical evaluation of (a) current and (b) voltage output.

0

100

200

300

400

500

C
u

rr
e

n
t 

(m
A

)

0 300 600 900 1200

Time (ms)

(a) Current Output

1

2

3

4

5

V
o

lt
a

g
e

 (
V

)

0 300 600 900 1200

Time (ms)

(b) Voltage Output

Figure 8. This figure shows the output linearity under different temperature
conditions for (a) current and (b) voltage.

the current performance remains linear and the voltage per-
formance is stable under various temperature conditions. This
feature not only enhances reliability and accuracy, but also
enhances the ability to adapt to unpredictable environments.

D. Case Studies

In this section, we present case studies to demonstrate
the benefits of calibration using Excalibur. We perform real-
world calibrations of the most popular COTS ADCs sup-
porting various resolutions and sampling rates: ATMega2560
(10 bit, 125 kHz), MCP3208 (12 bit, 100 kHz) [35],
ADS8353 (16 bit, 600 kHz) [36], and INA219 (12 bit,
500 kHz) [37]. We use a DMM7510 to obtain ground
truth. We use the target ADC and DMM to measure the
outputs of Excalibur simultaneously. After completing the
measurements, we use the saved timestamp log to corre-
late the measurements between ADC and DMM. For each
experiment, we generate a calibration function f(d) or a
calibration table to correlate ADC and DMM measurements.
Since the log file reflects the stability time stamp of each
configuration, we can safely compare the two closest entries
collected by the ADC and DMM without requiring precise
time synchronization of the two devices.

1) Current Calibration: Some of the IoT energy mea-
surement platforms provide simplified solutions by ignoring
the effect of voltage variations during the measurement [10],
[12], [13], [16], [38], [39]. They assume voltage is constant
during sensor activities; thus, measuring current represents
power consumption. A common solution for current mea-
surement is to sample voltage drop across a precision current
shunt resistor connecting to the power supply of the device
under observation, as shown in Figure 9 (a). According to

Excalibur

DMM

5 V
_

+
ADCx100-

+

RPi

Shunt Resistor

INA225

GPIO 0.1 Ω

GPIO

(a) Current Calibration Setup

Excalibur DMM5V
_

+
ADC

RPi
GPIO

100 Ω   

Rc

(b) Voltage Calibration Setup

Figure 9. Experimental setup used for (a) current, and (b) voltage calibra-
tion.

Figure 10. Experimental calibration results for (a) INA219, (b) MCP3208,
and (c) ADS8353. These results show current measurement errors before
and after calibration. Errors are significantly reduced after calibration.

Ohm’s law, the voltage across the shunt resistor is pro-
portional to the current and can be multiplied by supply
voltage to obtain the device’s power consumption. We use
a 0.1 Ω shunt resistor with 0.5% accuracy. More importantly,
we placed the shunt resistor close to the ground leg of the
circuit to increase the measurement accuracy. Ignoring this
would cause the common-mode voltage produced by the
shunt resistor to be outside of the specification of op-amp or
ADC, which could lead to inaccurate readings or damaging
the device [40].

Our experimental results on current performance concen-
trate on the range from 0 mA to 400 mA. Since the magnitude
of sleep state current for a typical sensor node is below a
typical ADC’s resolution, we use an amplifier to magnify
the voltage across the shunt resistor before performing the
analog to digital conversion. We use the INA225 operational
amplifier (OP-AMP) [41] to magnify voltage across the
shunt resistor and set the gain at 100. To perform the
calibration, we connect the ADC and DMM to the current
output of Excalibur and collect measurements using both
devices simultaneously. We use the settling time information
provided by Excalibur to calibrate between DMM and ADC
measurements. As timing data reflects the current change
stability interval, we can safely compare the two closest
entries collected by the ADC and DMM. Figure 10 shows
the current measurement error of INA219, MCP3208, and
ADS8353 conducted in a normal indoor temperature at
25 ◦C. Since the errors of all three ADCs increase linearly
versus current, we perform a polynomial fitting to calibrate
the errors.

2) Voltage Calibration: Figure 9 (b) illustrates the com-
mon calibration setup for voltage. High-resolution measure-
ments of ultra-low voltage are essential due to most of the
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Figure 11. Experimental calibration results for (a) ATMega2560, (b)
MCP3208, and (c) ADS8353. These results show voltage measurement
errors before and after calibration.

Table IV
COMPARISON OF MEASUREMENT ERRORS BEFORE AND AFTER

CALIBRATION.

ADC Measurement Type %Error (before) %Error (after)
INA219 Current 0.42% 0.02%

MCP3208 Current 2.58% 0.01%
ADS8353 Current 3.15% 0.01%

ATMega2560 Voltage 0.2% 0.01%
MCP3208 Voltage 5.29% 0.01%
ADS8353 Voltage 0.17% 0.0014%

sensor devices operate under low voltage.
For example, the ECG sensor’s operating range is below

3 mV [42]. To validate Excalibur’s performance for sensing
applications, our experimental results on voltage performance
concentrate on the range from 0.6 mV to 5 V. We connect the
ADC and DMM to the voltage output of Excalibur and collect
measurements on both devices simultaneously to perform
calibration. Figure 11 shows the voltage measurement errors
of ATMega2560, MCP3208, and ADS8353. The errors of all
three ADCs increase non-linearly versus voltage. For these
cases, we use a calibration table to find the best fit to calibrate
the ADC measurement errors.

3) Results Summary: Table IV presents the calibration
results and confirms the significant effect of Excalibur’s cali-
bration on measurement accuracy. These results demonstrate
that by providing an extensive calibration range, the errors
reduce to nearly 0.01%. For example, in the MCP voltage
case, the ADC error reduces from 5.29% to 0.01%.

IV. RELATED WORK

ADC plays a pivotal role to provide optimal data con-
version accuracy of IoT devices even under various envi-
ronmental conditions. However, various factors are affect-
ing the precision of data conversion. For example, device
characteristics, process technology, the resistance of circuit
paths, environmental temperature variations, and finite gains
are among the parameters affecting accuracy.

Standard methods to minimize the effects of these pa-
rameters are trimming and calibration [43]. Trimming is
performed during the production phase [44]. After measuring
and correcting the parameters of the device in a controlled
condition, the trimmed values are programmed into the
device. Trimming values, however, cannot be changed after

manufacturing. Therefore, subsequent drift due to device ag-
ing, environmental temperature, or system-level noise cannot
be corrected by trimming [45].

Calibration can be performed multiple times after fabrica-
tion. Therefore, it can be used to compensate for changes that
occur over time and those influenced by environmental con-
ditions. There are two types of calibrations: self-calibration
(a.k.a., foreground calibration and power up calibration) and
external calibration (a.k.a., background calibration and run-
time calibration). Self-calibration performs the measurement-
correction process within the device itself and does not
require an external device. This calibration process, which
interrupts the ordinary data conversion process, is performed
during the device power-up process [46]–[49]. Although this
technique significantly reduces errors, it cannot cope with
temperature drift and other sources of inaccuracy such as
sensor-to-ADC path loss. It is also possible to calibrate a
data converter without affecting the conversion process. This
is referred to as external calibration [50], [51]. External
calibration encompasses temperature effects and offers a
higher absolute accuracy than foreground calibration.

Self-calibration, however, is only as accurate as the on-
board reference voltage. This voltage can drift slightly over
time, and thereby, external calibration is still essential.
For example, although the 12-bit successive-approximation-
register (SAR)1 ADC of STM32F205 includes a background
calibration feature, Hartung et al. [53] used two resistors to
perform external calibration. They showed that this process
reduces voltage and current errors from 2.36% and 2.21%
to 0.87% and 1.56%, respectively. Zhou et al. [12] relied
on external calibration, although TI MSP430F2618 has a
background calibration capability.

The common approaches of external calibration include
using: (i) fixed value resistors [10], [11], (ii) mechanical
potentiometer [12], [13], (iii) extensive simulation environ-
ment [3], [14], [15], and (iv) commercial power analyzer [16],
[17]. However, as we mentioned in Section I, these calibra-
tion mechanisms pose several limitations. Although using
fixed value resistors provides an accurate and stable load,
it requires a large number of fixed-value resistors and a
great deal of effort to collect enough samples for a quality
calibration. Due to these challenges, researchers use only a
few resistors to calibrate the full range of an ADC [10],
[11]. This insufficient use of resistors provides a limited
calibration range and does not eliminate data distortion across
a wide range. Some researchers use mechanical potentiome-
ters to generate a wide-range load [12], [13]. However,
mechanical potentiometers raise concerns regarding long-
term reliability because they are sensitive to shock and vibra-
tion. Furthermore, mechanical potentiometers have a limited

1SAR ADCs are common choices for medium to high resolution applica-
tions with sample rates under 5 Msps. These ADCs perform a binary search
to convert analog input to digital output [52]. The resolution of SAR ADCs
ranges from 8 to 16 bits and they offer low power consumption.
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resistance range and they are unable to withstand high voltage
and current values. It is also possible to create extensive
simulation environments to calibrate ADCs [3], [14], [15].
These environments often require a sophisticated design to
achieve the desired accuracy and cannot be reused for other
applications. The last solution is to use a commercial DC
power analyzer [16], [17], such as the Agilent N6705X [33],
which costs more than $14,000 for a complete solution.

V. CONCLUSION

Calibration is one of the key requirements when building
reliable sensing systems. In this paper, we presented Ex-
calibur, a highly-accurate, low-cost, portable, programmable,
and scalable calibration tool. The key novelties of this tool
are as follows: First, it provides linear current and rational
function voltage outputs. Second, it offers a scalable design
where both the output range and resolution can be adjusted to
match with the input range of various ADCs. Third, this tool
employs a set of pre-calibrated measurement arrays and a
set of temperature error correction functions to perform self-
calibration. Fourth, Excalibur offers a time synchronization
mechanism to eliminate the impact of warm-up time and
sampling rate on matching pairwise values during calibration.
We implemented a prototype of Excalibur and showed its
impact on reducing the measurement error of various ADC
types.

Instead of using the Raspberry Pi board to program and
control the operation of Excalibur, it is possible to employ
a simpler, more energy-efficient processor. In addition to
reducing cost, employing a low power module reduces heat
dissipation, which would also lower the temperature impact
of the measurement and increase calibration accuracy. An-
other enhancement is adding an adjustable gain circuit to the
INA219 module to measure a broader current and voltage
range. By adding a measurement selection block, the INA219
module would be able to measure both current and voltage
directly.

Currently, Excalibur uses capacitor coupling to reduce
electrical noise. Using a multi-layer PCB design (instead of
two layers) provides isolation to the sensitive analog compo-
nents and reduce circuit noise. Also, adding suppressors as
close to the noise source as possible reduces the suppressed
electrical noise caused by switching reactive loads. Using
power planes instead of traces enhances current carrying
capability and reduces wire resistance.

Besides calibration, the proposed tool can be employed in
the following applications. Excalibur is suitable for stress
testing the voltage regulator logic of IoT devices. Power
management has been a challenge for IoT devices due to
decreasing die size, lower decoupling capacitance, multiple
chips, platform power states, increasing the number of power
grids, and migrating hot-spots. The workloads being executed
on IoT devices demonstrate a large variation in terms of both
voltage and current [54]. It is critical for the IoT device’s

voltage regulator to be able to compensate such a dynamic
range with the ability to stabilize power state transition in a
few clock cycles [55]. When placed between the IoT device’s
voltage regulator and IoT logic, Excalibur can perform stress
test by rapidly changing its resistance, causing the input
voltage to the IoT logic to transient overshoot or undershoot.
By doing so, Excalibur can test the health of the onboard
voltage regulator’s compensation logic. Excalibur can also
be employed for power emulation and power measurement.
Given the programmability of Excalibur, various operations
of an IoT device could be modeled as functions generating
current draws corresponding to the real behavior of the
device. This system can be used for software and hardware
enhancement, as well as lifetime analysis. For example, it
enables testing the resilience of a power harvesting system
under various types of loads.
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