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Abstract

With respect to the inherent advantages of multipath routing, nowadays multipath routing is known as an efficient mechanism to
provide even network resource utilization and efficient data transmission in different networks. In this context, several multipath
routing protocols have been developed over the past years. However, due to the time-varying characteristics of low-power wireless
communications and broadcast nature of radio channel, performance benefits of traffic distribution over multiple paths in wireless
sensor networks are less obvious. Motivated by the drawbacks of the existing multipath routing protocols, this paper presents an
Interference-Minimized MultiPath Routing protocol (IM2PR) which aims to discover a sufficient number of minimum interfering
paths with high data transmission quality between each event area and sink node in order to provide efficient event data packet
forwarding in event-driven wireless sensor networks. Extensive performance evaluations show that IM2PR presents improvements
over the Micro Sensor Multipath Routing Protocol (MSMRP) and Energy-Efficient data Routing Protocol (EERP) as follows: 50%
and 70% in term of packet reception ratio at the sink, 44% and 80% in term of goodput, 33% and 40% in term of packet delivery
latency, 40% and 57% in term of energy consumption, 50% and 60% in term of packet delivery overhead.
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1. Introduction

According to the event-driven nature of wireless sensor net-
works, the main responsibility of sensor nodes in different ap-
plications is to forward the sensed data from a target area to-
wards the sink node. In this regard, designing efficient routing
protocols to establish high-quality multi-hop paths from each
event area towards the sink is one of the most important is-
sues in developing wireless sensor networks [14, 17, 29, 37].
Over the past decade, numerous multipath routing protocols
have been developed for wireless sensor and ad hoc networks
[24, 31]. Due to the broadcast nature of shared wireless channel
and unreliability of low-power radio communications, the main
purpose of developing most of the existing multipath routing
protocols was to support fault tolerance and reliable data de-
livery [1, 24, 31]. While, concurrent multipath routing for even
network resource utilization has received less attention from the
research community. The reason is that the wireless interfere
which causes by simultaneous utilization of multiple nearby
paths, impedes the performance benefits that can be achieved
through distributing network traffic over several paths. In fact,
in wireless networks lower number of non-interference paths
demonstrate better performance compared to the more number
of interfering paths [12, 28]. However, most of the proposed
multipath routing protocols for wireless network have not con-
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sidered this issue in their route construction mechanism or con-
structing several paths with low interference imposes a high
overhead to the network [24, 31].

The inter-path interference problem which is the result of
concurrent data transmission over adjacent paths is known as
the route coupling effect. There are a few works on measur-
ing the wireless interference level between different paths for
path selection in multipath routing protocols. Correlation fac-
tor is one of the proposed metrics for this purpose [36]. The
correlation factor of every path pair is defined as the number of
links which are connecting the paths to each other. Authors in
[20] introduce another metric, which is named route coupling
factor to measure the amount of interference among multiple
paths. The route coupling factor of a set of paths is defined
as the average number of nodes along the paths which can-
not send or receive any packet during data transmission over
a link in one of the paths. Since both of these factors require
the general network connectivity graph for identifying a set of
minimum interfering paths between every node pair, calculation
of these metrics in large-scale wireless sensor networks causes
a high computational overhead [24, 31]. Alternatively, other
techniques such as location-aware routing [34, 40], directed an-
tenna [27], multi-channel data transmission [5, 30, 38], and spe-
cific MAC layer protocols [8, 33] have been utilized to avoid
from route coupling problem. However, as these approaches re-
quire special hardware equipments and particular mechanisms
at different layers of the network protocol stack, they are un-
suitable for resource constrained wireless sensor networks. For
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instance supporting multi-channel communications requires a
specific MAC layer mechanism that supports channel switch-
ing.

In addition to the wireless interference, time-varying proper-
ties of low-power wireless communications impose more chal-
lenges in supporting efficient packet transmission in wireless
sensor networks [15, 16, 25]. In fact, route selection without
considering the data transmission quality of wireless links may
result in the construction of the paths with low-quality links
which in turn increases the number of packet transmissions re-
quired for successful packet delivery to the sink [2]. Moreover,
in the situation that the link layer provides a limited number of
transmission attempts for packet delivery over individual links,
order of the links along the paths highly influences their respec-
tive data transmission cost. The reason is that packet drops due
to the limited number of transmissions at the link layer on the
links near the destination are very costly, as the packets have
traversed several links before they are dropped [13].

With respect to the aforementioned issues the contributions
of this paper are as follows:

Firstly, we propose an Interference-Minimized MultiPath
Routing protocol (IM2PR) which aims to discover a sufficient
number of minimum interfering paths with high data transmis-
sion quality between each event area and sink node in order to
provide efficient event data packet forwarding in event-driven
wireless sensor networks. IM2PR takes into account the maxi-
mum number of offered link layer transmission attempts at in-
dividual links through considering the relative position of the
links along the paths and their respective packet delivery prob-
ability in the presence of active interfering links.

Secondly, we propose a load distribution algorithm in con-
junction with the proposed multipath routing protocol in order
to regulate the traffic rate of individual paths. The aim of this
load distribution algorithm is to improve resource utilization
and mitigate the negative effects of network congestion during
the event reporting period. Furthermore, the developed load
balancing algorithm enables every source node to keep track of
the path quality changes during data transmission over various
paths and redistribute the network traffic over available paths
based on the latest data transmission quality of each path.

Thirdly, we implement the proposed multipath routing proto-
col and evaluate its performance compared to the recently pro-
posed multipath routing protocols in wireless sensor networks.
Extensive performance evaluations show that IM2PR presents
improvements over the Micro Sensor Multipath Routing Pro-
tocol (MSMRP) and Energy-Efficient data Routing Protocol
(EERP) as follows: 50% and 70% in term of packet reception
ratio (PRR) at the sink, 44% and 80% in term of goodput, 33%
and 40% in term of packet delivery latency, 40% and 57% in
term of energy consumption, 50% and 60% in term of packet
delivery overhead.

The rest of this paper is organized as follows: Section 2 pro-
vides an overview on the existing multipath routing protocols
in wireless sensor networks. We introduce IM2PR in Section
3. Performance evaluation and comparison of IM2PR against
MSMRP and EERP is performed in Section 4. We conclude in
Section 5.

2. Related Work

Nowadays multipath routing approach is introduced as an
effective technique for improving sensor and ad hoc networks
performance in terms of energy consumption, fault tolerance,
reliability and throughput. Multipath routing is a class of
routing protocols which enables every source node to discover
several paths towards the destination. Discovered paths can
be utilized concurrently to distribute network traffic over
several paths or the source node can use only one path for data
transmission and then switches to an alternative path when
a node or link failure occurs along the active path for fault
tolerance purpose [24]. In the following we present some of
the recently proposed multipath routing protocols in wireless
sensor networks.

N-to-1 Multipath Routing Protocol [18] is proposed ac-
cording to the convergecast traffic pattern of wireless sensor
networks to improve data transmission reliability. In this
protocol, each node identifies multiple paths towards the sink
node through constructing a spanning tree rooted at the sink
node. Through N-to-1 Multipath Routing Protocol, all the
nodes utilize single-path forwarding strategy for transmitting
every data segment, while they also use an adaptive per-hop
packet salvaging technique to provide fast data recovery from
node or link failures. Since all the paths identified in the tree
routing topology are located physically proximal to each other,
concurrent data transmission over these paths causes high
inter-path interference which in turn degrades the network
performance.

Multi-Constrained QoS Multipath Routing Protocol
(MCMP) [10] is mainly designed to provide soft-QoS guaran-
tee in terms of reliability and latency. Through this protocol
each source node establishes multiple partially disjoint paths
which can provide latency and reliability demands of the in-
tended application. Therefore, to achieve the reliability demand
of individual applications, every node should forward multiple
copies of each packet over different paths. However, this
data redundancy is in contrast with the resource constraints of
sensor networks. Additionally, since partially disjoint paths are
usually located near each other, concurrent data transmission
over these paths causes a high inter-path interference which
results in a high packet loss ratio.

Interference-Minimized Multipath Routing Protocol (I2MR)
[32] aims to improve network throughput through transmitting
every source node’s traffic over zone disjoint paths which are
constructed using location information of nodes and employing
special hardware equipments. I2MR assumes there are several
gateway nodes in the network which are serving as final
destinations and they are connected directly to the command
center using non-interfering links with high-capacity. With
this assumption, a given source node should discover three
zone-disjoint paths towards three of them. Since this protocol
is designed based on a specific network structure with par-
ticular components, it can not be easily employed in many
applications.

AOMDV-Inspired Multipath Routing Protocol [11] is de-
signed based on the AOMDV [19] to provide low-latency
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and energy-efficient data delivery in wireless sensor networks
through exploiting some information from the MAC layer. In
fact, the aim of this protocol is to enable every node to select
one of its next-hop neighbors towards the destination that
wakes up earlier than others. Since this protocol is designed
based on AOMDV, same as the ad hoc-based routing protocols
the whole path information should be propagated throughout
the network during the path establishment process. However,
due to the resource constraints of low-cost sensor nodes,
propagating the whole path information in the network through
Route REQuest (RREQ) packets is not feasible.

Energy-Efficient and Collision-Aware Multipath Routing
Protocol (EECA) [34] is proposed to construct two collision
free paths in both sides of the straight line between every
source-sink pair using location information of network nodes.
With respect to the main operation of this protocol, all the
nodes should be equipped with GPS. Furthermore, every node
should be aware about the exact location of their neighbors
for making routing decisions. However, these requirements
increase the network deployment cost and intensify the com-
munication overhead, specifically in large and dense wireless
sensor networks.

Energy-Efficient and QoS-based Multipath Routing Protocol
(EQSR) [3] aims to satisfy the latency and reliability require-
ments of real-time applications. In order to fulfill the latency
requirements of various applications, this protocol utilizes
a service differentiation technique through a queuing model
to manage real-time and non-real-time traffic. Furthermore,
EQSR improves data transmission reliability through using
a lightweight XOR-based Forward Error Correction (FEC)
mechanism. However, the utilized FEC mechanism imposes a
significant computational overhead to the resource constrained
sensor networks for computing the error correction codes and
retrieving the original messages.

Low-Interference Energy-Efficient Multipath ROuting
Protocol (LIEMRO) aims to construct minimum interfering
paths from every event area towards the sink [22, 23]. Since
overhearing of the RREP packets enable nodes to update their
interference levels, this protocol does not allow the source
node to establish minimum interfering paths concurrently.
Furthermore, the path cost function of LIEMRO estimates data
transmission cost of a given path through summation of the
links’ ETX values along that particular path [6]. However,
as the ETX metric assumes the link layer provides an infinite
number of transmission attempts over individual links, this
protocol may not be able to identify efficient paths in the cases
where the link layer offers a limited number of transmissions
per packet delivery.

Micro Sensor Multipath Routing Protocol (MSMRP) [9] is
developed to extend network lifetime through distributing the
traffic generated by a given source node over two node-disjoint
paths. In MSMRP, every source with event data packets to
transmit which has not identified any path towards the sink,
initiates the route discovery process by broadcasting RREQ
packets. Each node that receives a RREQ packet, updates
the hop-count and path quality indicator fields of the received
packet and rebroadcasts the updated packet. Upon reception

of the RREQ packets by sink node, it selects two of the best
discovered paths based on the hop-count and path quality
indicator fields of the received RREQ packets. According to
the operation of this protocol, it does not consider the effects of
inter-path interference on the packet delivery performance of
individual paths.

Energy-Efficient Data routing Protocol (EERP) [4] aims
to prevent network from being disjointed through multipath
routing. In EERP, sink node initializes the route construction
precess by flooding a ”Signalization” packet. Whenever
a node receives a ”Signalization” packet, it calculates the
energy cost of data transmission towards the sink through the
sender and rebroadcasts this packet with the updated energy
cost. Upon occurrence of an event in the sensor field, the
selected source node transmits the event data towards the sink
through the lowest cost path. Moreover, EERP tries to maintain
the network connectivity for a maximum possible period by
enabling nodes to switch to an alternative path whenever they
realize the remaining battery level of their next-hop nodes
are below a certain threshold. Although this protocol aims
to improve the network lifetime through enabling nodes to
switch to different paths during the data transmission process,
it suffers from restricted capacity of a single path.

3. Interference-Minimized Multipath Routing Protocol

The proposed IM2PR consists of three phases: (1) Initial-
ization phase, (2) Path establishment phase, and (3) Data trans-
mission and path maintenance phase. At the initialization phase
every node estimates data transmission quality of its links to its
neighbors. Furthermore, all the nodes also calculate the data
transmission cost towards the sink through their neighboring
nodes. Every node uses these information for selecting its best
next-hop node towards the sink during the path establishment
process. Detection of an event in the sensor field, triggers the
path establishment phase in order to construct an adequate num-
ber of paths towards the sink. In this phase, the selected source
node in the event area starts to construct the first two paths con-
currently, and then additional paths will be constructed if their
concurrent utilization improves the Data Reception Rate (DRR)
of the sink node. During the path construction process, every
node uses a path cost function which considers probability of
successful packet transmission over every link in the presence
of other interfering links, and residual battery level of the sensor
nodes to select the best next-hop node toward the sink. Finally,
the data transmission and path maintenance phase takes care of
data transmissions from event area towards the sink and handles
path failures. The following sections describe theses phases in
detail. All the notations used in this paper are presented in Table
1.

3.1. Initialization Phase

The initialization phase aims to enable every node to estimate
data transmission quality of its connections to its neighbors and
construct a minimum cost data gathering tree rooted at the sink
node. At the beginning of the initialization phase individual
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Table 1: Notations and their descriptions.

symbol Description

li, j Outgoing link from node ni to node n j
r Maximum number of offered link layer transmission

attempts at each link
ι Data packet size in bit
R Radio bit rate
pi, j Packet delivery probability over link li, j with a single

transmission effort
pin

i, j Probability of successful packet transmission from
node ni to node n j in the presence of active interfering
neighbors

γ j Set of active interfering neighbors of node n j
E[li, j] Expected number of packet transmissions required for

successful packet delivery over link li, j
ω Minimum path cost value towards the sink
Ψ(l) Weighting function which reflects the influence of

link positions on the data transmission cost of a path
RPj,i → ω Minimum path cost value towards the sink included

in the routing packet received at node ni from node n j
RPj,i → Ψ(l) The Ψ(l) value included in the routing packet re-

ceived at node ni from node n j

SFTC j
i,sink Successful or Failed packet Transmission Cost

(SFTC) from node ni towards sink through node n j

PathCost j
i,sink Data transmission cost from node ni towards the sink

through node n j
IACost j Real interference-aware data transmission cost from

node n j towards the sink
IBLi Initial battery level of node ni
RBLi Remaining battery level of node ni
Ratek Data transmission rate of the kth path
ϖk Data transmission cost of the kth path
τ Current state of the IM2PR protocol
τne No-event state
τ f p First path construction state
τsp Second path construction state
τap Additional path construction state
τdt Data transmission state
τic Experienced interference level calculation state
τwic Waite for collecting the nodes experienced interfer-

ence levels state

nodes broadcast a fixed number of beacon messages and record
the number of received beacon messages from their neighbor-
ing nodes to estimate data transmission quality of their links
based on their respective PRR [7, 26].

The second step of this phase aims to enable every node to
calculate data transmission cost towards the sink node through
its individual neighboring nodes in term of the required num-
ber of transmissions for every successful packet delivery. Since
packet drops due to the bounded number of link layer transmis-
sions on the links near the destination is very costly, order of
the links along the paths from source nodes towards the sink
plays an important role to reduce the number of packet trans-
missions for every single packet delivery. In this regard, this
phase employs a data gathering tree construction process to en-
able every node to find out the packet transmission cost of the
available paths towards the sink based on the location of the
links which may cause packet drops due to the limited number
of link layer transmissions. Therefore, at the second step of this
phase sink node initiates the data gathering tree construction
process through broadcasting a routing packet to the network.

During this process, whenever an intermediate node ni receives
a routing packet, it calculates its data transmission cost towards
the sink through the sender node (e.g., n j) as:

SFTC j
i,sink = (RPj,i → ω)+(E[li, j]× (RPj,i → Ψ(l)))

where

E[li, j] = (
r

∑
k=1

k(1− pi, j)
k−1 pi, j)+ r(1− pi, j)

r

(1)

where SFTC j
i,sink is the Successful or Failed packet Transmis-

sion Cost (SFTC) from node ni towards sink node through node
n j, E[li, j] is the expected number of transmissions needed for
successful packet transmission over link li, j with assuming the
link layer provides at most r transmission attempts per packet at
each link, pi, j is the probability of successful packet transmis-
sion from node ni to node n j with a single transmission effort,
RPj,i → ω is the minimum path cost value towards the sink in-
cluded in the received routing packet, and RPj,i → Ψ(l) is the
Ψ(l) value included in the received routing packet. Ψ(l) is a
weighting function that scales the required number of transmis-
sion attempts at each link in order to reflect the influence of
link positions and their respective data transmission quality on
the data transmission cost of a path. The insight behind using
this weighting function is that, it scales the expected number of
link layer transmissions on a given link li, j based on the ratio
of the required number of packet transmissions for successful
data delivery over every link traversed from sink node till node
ni to the maximum number of offered link layer transmission
attempts. Note that sink node initializes the ω and Ψ(l) fields
of the routing packet to 0 and 1 respectively.

When node ni calculates the data transmission cost towards
the sink through node n j, it preserves the routing information
through this node in its routing table. Furthermore, if the newly
calculated SFTC value by node ni is lower than the minimum
SFTC value which has been calculated by this node so far, it
should rebroadcast the received routing packet with updated ω

and Ψ(l) values. In this regard node ni updates the Ψ(l) value
as follows:

Ψ(l) =

{
RPj,i → Ψ(l)×1 if (1/pi, j)

r ≤ 1
RPj,i → Ψ(l)× (

1/pi, j
r ) if (1/pi, j)

r > 1
(2)

where r is the maximum number of offered link layer transmis-
sion attempts at individual links, and pi, j is the probability of
successful packet transmission from node i to node j. The rea-
son for selecting the above options to update the Ψ(l) value is
that, in order to have a successful packet delivery over a given
link through performing at most r transmission attempts, the
ratio of the required number of packet transmissions for suc-
cessful packet delivery over that link to the r value should be
less or equal to 1. If this ratio is higher than 1, there is a proba-
bility of packet drop after performing r transmission attempts.

This phase ends whenever the entire nodes identify the data
transmission cost towards the sink through their immediate
neighboring nodes.
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ne

fp

ic

Condition 9:

Intermediate node ni receives a Request message 

from a neighboring node

Action:

Intermediate node ni starts to calculate the 

probability of successful packet reception from 

sender in the presence of active interfering nodes

Condition 10:

Intermediate node ni broadcasts a Reply message

or 

Intermediate node ni overhears a Reply message 

which includes a higher data transmission 

probability

Action:

Intermediate node ni drops its prepared Reply 

message

Condition 14:

Intermediate node ni 

receives a data packet 

from its predecessor node 

and it has already selected 

its next-hop node towards 

the sink

Action:

Intermediate node ni 

sends the data packet 

towards the sink

dt

Condition 1:

Node ni is selected as the source node to transmit the event data towards the 

sink

Action:

Node ni prepares the first RREQ packet

Node ni sets the Event ID field of the RREQ packet to the address of node ni

Node ni sets the Route ID field of the RREQ packet to 1

Node ni selects the best-next hop node to forward the RREQ packet towards 

the sink

Condition 2:

Source node does not overhear 

the first transmitted RREQ 

packet anymore

Action:

Source node starts to construct 

the second path

sp

Condition 11:

Intermediate node ni receives the 

second RREQ packet

Action:

Intermediate node ni  selects the best 

next-hop neighboring node towards 

the sink

wic

Condition 8:

Intermediate node ni receives 

an ACK packet indicating its 

selected next-hop neighbor is 

located in the interference 

range of an active path

Action:

Intermediate node ni 

broadcasts a Request message 

and sets a waiting timer

Condition 12:

Waiting timer of intermediate 

node ni is expired

Action:

Intermediate node ni sends the 

RREQ packet

Condition 4:

Source node wants to construct the second path

or

Intermediate node ni receives the second RREQ 

packet

Action:

Broadcasts the Request message and sets a waiting 

timer

Condition 3:

Source node wants to construct 

the nth path

or

Intermediate node ni wants to 

select a next-hop node to 

forward the nth receives RREQ 

packet

Action:

Broadcasts the Request 

message and sets a waiting 

timer

Condition 5:

Waiting timer of the source or 

intermediate node ni is expired

Action:

Selects the best next-hop node to 

forward the RREQ packet

Condition 6:

Source node receives a RREP 

packet from sink node through the 

nth path and n=2

or

Source node receives a positive 

feedback from sink node through 

the nth constructed path

Action:

Source node starts to construct 

n+1th path

ap

Condition 13:

Source node receives a negative feedback from 

sink node through the nth constructed path

Action:

Source node deactivates the nth and n-1th paths 

and forwards data packets through remaining paths

Condition 15:

Source node receives a positive feedback from sink 

node regarding the transmitted Feedback Request 

message

Action:

Source node transmits the event data packets 

through all the constructed paths

Condition 16:

Source node receives a negative feedback from 

sink node regarding the transmitted Feedback 

Request message 

Action:

Source node disables the last constructed path and 

forwards data packets through remaining paths

Condition 7:

Intermediate node ni receives the first RREQ 

packet

Action:

Intermediate node ni selects the best next-

hop neighboring node towards the sink

Condition 17:

Intermediate node ni receives the nth 

RREQ packet

Action:

Selects the best next-hop neighboring 

node towards the sink

Condition 18:

There is no event data packet 

in the packet buffers of source 

and intermediate nodes

Condition 19:

Intermediate node ni receives a data packet 

Action:

Intermediate node ni sends the data packet towards 

the sink

Condition 20:

Source node broadcasts the second REEQ packet

or

Intermediate node ni receives a data packet 

Action:

Sends the data packet towards the sink

Figure 1: The state diagram of the IM2PR protocol.

3.2. Path Establishment Phase
As demonstrated in Figure 1, IM2PR protocol performs the

path discovery process through different states. During nor-
mal network operation, all the nodes are in the τne state. Upon
occurrence of an event in the sensor field the selected source
node initiates the route discovery process by moving to the τ f p
state. The selected source node which is in the τ f p state begins
to discover sufficient number of minimum interfering paths by
forwarding the first RREQ packet towards the sink node. In this
regard, the selected source node calculates its data transmission
cost towards the sink through its neighboring nodes to find a
best-next hop node which will cause minimum data delivery
cost during the data transmission process. In IM2PR, source
and every intermediate node ni calculate the data transmission

cost towards the sink through neighbor n j as:

PathCost j
i,sink = (SFTC j

i,sink)× (
IBL j

RBL j
) (3)

where PathCost j
i,sink is the data transmission cost from node ni

(i.e., the node wants to find a minimum cost neighbor) towards
the sink through neighbor n j, SFTC j

i,sink is the SFTC value from
node ni towards sink node through neighbor n j, IBL j is the ini-
tial battery level of neighbor n j, and RBL j is the remaining
battery level of neighbor n j. When the source node finds its
minimum cost neighbor through Equation 3, it creates the first
RREQ packet and sends this packet to the selected neighbor to-
wards the sink (lines 1-10 of Algorithm 1). Figure 2 shows the
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Preamble SFD MAC Header CRC

48 Bytes 2 Bytes

Destination 

Address 
Type

Sequence

Number

Sender 

Address 
Length

1 Byte 1 Byte 1 Byte 1 Byte 1 Byte

5 Bytes

Event ID

2 Bytes

Physical Header

Route ID

1 Byte 1 Byte

Figure 2: RREQ packet format

format of the RREQ packet. The Event ID field of the RREQ
packet indicates the ID of the occurred event which has trig-
gered the route establishment process. Moreover, to distinguish
between paths constructed by a same source node, the Route
ID field of each RREQ packet indicates the ID of the path that
is being constructed through that RREQ packet. In IM2PR,
source node sets the Route ID field of the first created RREQ
packet to 1 in order to indicate this packet is transmitted for es-
tablishing the first path and it also assigns its ID to the Event ID
field.

Every intermediate node ni which receives the first RREQ
packet changes its state to the τ f p in order to continue the path
establishment process. After that, node ni forwards the received
RREQ to its minimum cost neighbor towards the sink which is
selected through Equation 3. Furthermore, every node which
forwards the RREQ, preserves the ID of its selected next-hop
node towards the sink and ID of the node from which it has
received the RREQ to establish the reverse path towards the
source node, as well as, the included Event ID to indicate it be-
longs to a route from a given event area (lines 1-7 of Algorithm
2).

Moreover, as IM2PR utilizes the broadcast nature of wire-
less channel to construct minimum interfering paths, every node
that overhears a RREQ packet should update the preserved
neighborhood information regarding the sender of the over-
heard packet. As shown in Figure 3, each node that overhears
a RREQ packet marks the sender of the overheard packet as
an active interfering neighbor in its neighborhood table (lines
22-24 of Algorithm 2). Furthermore, it assigns the included
Event ID in the overheard packet to the path membership vari-
able of this neighbor to indicate that neighbor belongs to a path
from a specific event area. The path membership variable al-
lows the nodes to establish node-disjoint paths from a given
event area towards the sink.

IM2PR also considers the case where multiple events coex-
ist in the sensor field. In this regard, if during construction of
the first path from a given event area intermediate nodes re-
alize there exist another active event in the sensor field, they
try to construct minimum interfering paths through the nodes
which have experienced lower interference level from the exist-
ing active paths. In this context, intermediate nodes which are
pursuing the construction process of the first path for transmit-
ting the data packets of the just occurred event towards the sink
should be aware about the data transmission activity of their
neighbors which are engaged with transmitting the data packets
generated by another event. To this aim, every intermediate
node n j which changes its state to the τ f p because of receiving

d

Source 

Node

a

Sink Node

b

c

R
R

E
Q

R
R

E
Q

R
R

E
Q

R
R

E
Q

RREQ

Figure 3: Transmission of the RREQ packet from source node towards the sink
and overhearing of this packet by different nodes. Dashed lines show the packet
overhearing between node pairs.

the first RREQ packet, first searches its neighborhood table to
see whether it overheard any RREQ packet related to another
active event area. If node n j finds out it has not overheard any
packet, it selects a minimum cost neighbor as its next-hop node
towards the sink through Equation 3 and forwards the received
RREQ packet to the selected next-hop node. While, if node
n j realizes it has experienced interference from an active path
which is transmitting the event data of another source node, it
notifies the sender of the RREQ packet by including an addi-
tional field in its ACK packet. Upon reception of such ACK
packet by an intermediate node (e.g., node ni), it perceives its
selected next-hop node is located in the interference range of an
active path which is transmitting the data packets generated by
another event. In this situation, intermediate node ni moves to
the state τwic to collection information about the data delivery
performance of its neighbors in the presence of active interfer-
ing nodes for selecting the best next-hop node towards the sink
(lines 38-43 of Algorithm 2). The operational details of the
state τwic will be given later (during describing the construc-
tion process of the second path). The transmission of the first
RREQ packet by intermediate nodes will be continued until the
sink node receives this packet.

As mentioned earlier, in IM2PR every source node constructs
the first two paths concurrently. However, in order to estab-
lish minimum interfering paths, every node that wants to se-
lect a next-hop node towards the sink during construction of
the second path should be aware about the interference level
experienced by its neighboring nodes. In this context, source
node should postpone the construction process of the second
path to allow its neighbors to update their experienced inter-
ference level from the nodes along the first path. As demon-
strated in Figure 4, source node waits before transmitting the
second RREQ packet, as long as it does not overhear the first
RREQ packet anymore. After that, source node starts to con-
struct the second path by moving to the τsp state (lines 11-13 of
Algorithm 1). When the source node moves to the τsp state, it
first broadcasts a Request message in order to be aware about
the probability of successful data transmission to its next-hop
neighbors towards the sink in the presence of active interfering
nodes. Then it sets a waiting timer based on the multiplication
of the number of its neighboring nodes and two way message

6
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Algorithm 1 IM2PR algorithm at a source node.
1: if (node ni is selected as the source to transmit the event data towards the sink) then .

Condition 1
2: τ = τ f p
3: for (every neighbor n j of the source node) do
4: calculate PathCost j

source,sink
5: end for
6: create a RREQ
7: add ID of the source to the RREQ as the Event ID
8: set the Route ID field of the RREQ to 1
9: send the RREQ to the minimum cost neighbor

10: end if
11: if ( the first REEQ is not overheard any more) then . Condition 2
12: τ = τsp
13: end if
14: if ((τ == τsp||τ == τap) then . Condition 3 or 4
15: broadcast a Request message
16: τ = τwic
17: set a waiting timer
18: end if
19: if (waiting timer is expired & there exists n path(s) ) then . Condition 5
20: source node creates a RREQ
21: add ID of the source to the RREQ as the Event ID
22: set the Route ID field of the RREQ to n+1
23: transmit the RREQ to the neighbor which is not a member of any path from

the same event area and has the highest IACost j value
24: if (construction of the secound path is not complited yet) then

. Condition 20
25: τ = τdt
26: start to transmit the event data packets towards the sink through the selected

neighbor over the first path
27: end if
28: end if
29: if (a RREP is received from the second path) then . Condition 6
30: transmit the event data packets through first and second paths
31: τ = τap
32: end if
33: if (a positive feedback is received from nth path & n > 2) then . Condition 6
34: transmit the event data packets through n constructed paths
35: τ = τap
36: end if
37: if (a negative feedback is received from nth path & n > 2) then . Condition 13
38: disable n and n-1th paths
39: τ = τdt
40: transmit the event data packets through remaining paths
41: end if
42: if (a positive feedback regarding the transmitted Feedback Request message is re-

ceived) then . Condition
15

43: τ = τdt
44: transmit the event data packets through all the constructed paths
45: end if
46: if (a neagtive feedback regarding the transmitted Feedback Request message is re-

ceived) then . Condition
16

47: disable the last constructed path
48: τ = τdt
49: transmit the event data packets through remaining paths
50: end if
51: if (the nth transmitted RREQ is returned) then
52: transmit a Feedback message through n-1th path
53: end if

transmission latency. After that, source node changes its state
to the τwic in order to wait for receiving Reply messages from its
neighbors (lines 14-18 of Algorithm 1). In order to avoid nodes
being shared between various paths from a same event area, ev-
ery node which receives this Request message, first checks its
path membership status to see whether it is a member of any
path belong to the announced Event ID in the received Request
message. The nodes which are not member of any path con-
structed from the same event area change their state to the τic to
calculate the probability of successful packet reception from the
sender of the Request message based on their packet reception
probability from their active interfering neighbors. Every node

Algorithm 2 IM2PR algorithm at an intermediate node.
1: if (a RREQ with Route ID==1 is received by node ni) then . Condition 7
2: for (every neighbor n j of node ni) do
3: calculate PathCost j

i,sink
4: end for
5: τ = τ f p
6: transmit the RREQ to the minimum cost neighbor
7: end if
8: if (a RREQ with Route ID , 1 is received ) then
9: if (Route ID==2 ) then . Condition 11

10: τ = τsp
11: else . Condition 17
12: τ = τap
13: end if
14: if (there exist next-hop nodes which are not member of any path from the

same source node) then
15: broadcast a Request message . Condition 3
16: τ = τwic
17: set a waiting timer
18: else
19: return the RREQ to its predecessor node along the reverse path
20: end if
21: end if
22: if (a RREQ is overheard) then
23: mark the sender of the overheard RREQ as an active interfering node
24: end if
25: if (a Request message is received from neighbor n j & this node is not a member of

any path from a same source node) then . Condition 9
26: τ = τic
27: calculate pin

j,i and IACosti
28: broadcast a Reply message
29: τ = τne
30: end if
31: if (a Reply message is overheard & its IACostx ≥ IACosti) then . Condition 10
32: Drop the Request message
33: τ = τne
34: end if
35: if (a RREP packet is received) then
36: forward the RREP packet to the source node through the reverse path
37: end if
38: if (an ACK packet with Active Interfering flag==true is received) then

. Condition 8
39: if (there exist next-hop nodes which are not member of any path from a same source

node) then
40: τ = τwic
41: broadcast a Request message
42: set a waiting timer
43: else
44: return the RREQ to its predecessor node along the reverse path
45: end if
46: end if
47: if (the waiting timer is expired) then . Condition 5 or 12
48: transmit the RREQ to the neighbor which has the highest IACost j
49: end if
50: if (the nth transmitted RREQ is returned from node nk) then
51: if (there exist other next-hop nodes which are not member of any path from a same

source node) then
52: try to forward the RREQ towards the sink through another qualified neighbor
53: else
54: return the RREQ to its predecessor node along the reverse path
55: end if
56: end if

n j which has received a Request message from node ni and it
is in the τic state, first calculates the probability of successful
packet reception from the sender of that message (i.g., ni) in the
presence of active interfering neighbors as:

pin
i, j = pi, j ×ζ

where ζ =

{
∏k∈γ j(1− pk, j) i f γ j , /0

1 i f γ j = /0
(4)

where pin
i, j is the probability of successful packet transmission

from node ni (i.e., sender of the Request message) to node n j
in the presence of interfering neighbors which are dealing with
packet transmission, pi, j is the packet delivery probability from
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Figure 4: Transmission of the second RREQ packet concurrent with the con-
struction of the first path. Dashed lines show the packet overhearing between
node pairs, and the dotted line circle shows the transmission range of node b.

node ni to node n j without considering active interfering nodes
(which is calculated during the initialization phase), and γ j is
the set of active interfering neighbors that node n j overheard a
packet from them. When node n j calculates the packet recep-
tion probability of its incoming link from sender of the Request
message (i.e., pin

i, j), then it should calculate its real interference-
aware data transmission cost in order to reply to the sender of
the request message as:

IACost j =
SFTCi −SFTC j

SFTCi
× (1+ pin

i, j) (5)

where SFTCi is the data transmission cost of the sender of the
request message towards the sink.

Since every Reply message includes the corresponding
IACost j value, every node that overhears a Reply message in-
cluding a higher IACost j compare to its calculated value re-
fuses to broadcast its prepared Reply message (lines 31-34 of
Algorithm 2). Whenever, the waiting timer of the sender of
the Request message expires, it changes its state to the τsp and
transmits the second RREQ packet to a neighboring node which
is not a member of any path belong to the same event and
has the highest IACost j value (lines 19-23 of Algorithm 1 and
lines 47-49 of Algorithm 2). This procedure will be repeated
between all the intermediate nodes which receive the second
RREQ packet until reception of this packet by the sink node.
If during the path construction process, an intermediate node
which has received a RREQ packet, finds out it cannot estab-
lish a node disjoint path, it should inform its predecessor node
about the failure in forwarding the RREQ packet (lines 18-20
and 43-45 of Algorithm 2). Afterward, the sender of the RREQ
packet tries to forward this packet to another qualified next-hop
neighboring node, otherwise it should forward this packet to
its predecessor node in the reverse direction towards the source
node (lines 50-56 of Algorithm 2). This back-pressure mech-
anism continues until an intermediate node finds another qual-
ified next-hop neighbor towards the sink or the RREQ packet
reaches the source node. Notice that, receiving a RREQ packet
by the source node indicates that it cannot establish another
node-disjoint path.

In order to reduce the latency of event reporting, when the

Algorithm 3 IM2PR algorithm at the sink node.
1: if (a RREQ packet with Route ID==2 is received ) then
2: create a RREP packet
3: transmit the RREP towards the source through the second path
4: end if
5: if (nth RREQ packet with Route ID> 2 is received) then
6: if (DRR through n-1 paths> DRR through n-2 paths ) then
7: create a RREP packet which indicates a positive feedback and transmit to-

wards the source node through the nth path
8: else
9: create a RREP packet which indicates a negative feedback and transmit to-

wards the source node through the nth path
10: end if
11: end if
12: if (a Feedback message is received through nth path) then
13: if (DRR through n paths ≥ DRR through n-1 paths ) then
14: transmit a positive feedback towards the source through the nth path
15: else
16: transmit a negative feedback towards the source through the nth path
17: end if
18: end if
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Figure 5: The first two paths constructed by IM2PR.

source node sends the second RREQ packet, it changes its state
to the τdt and starts to transmit the event data packets towards
the sink through its selected next-hop node along the first path
(lines 24-28 of Algorithm 1). Upon reception of the second
RREQ packet by the sink node, it forwards a RREP packet to-
wards the source over the second constructed path (lines 1-4 of
Algorithm 3). When the source node receives a RREP packet
from the second path, it transmits its event data packets through
both of the constructed paths, while it also starts to construct
the third path by moving to the τap state (lines 29-32 of Algo-
rithm 1). Every intermediate node along the second path which
receives a data packet for the first time should change its state
to the τdt . The construction process of the third path follows the
same procedure described for establishing the second path. The
only difference is that, the sink node allows the source to use the
newly discovered path (i.e., third path) for data transmission, if
it realizes concurrent data transmission over two paths results
in a higher DRR compared to using only one path. Therefore,
when sink node receives the third RREQ packet, it first com-
pares its achieved DRR through receiving data packets from
two paths with that achieved through receiving data packets
from one path. If concurrent utilization of the first two paths has
increased the DRR of the sink node, it forwards a RREP packet
over the third path which indicates its positive feedback for us-
ing the last discovered path concurrent with other paths (lines

8
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5-7 of Algorithm 3). However, if simultaneous usage of the first
two established paths has reduced the DRR of the sink node, it
notifies the source node to disable the second path and transmit
the event data through the first path (lines 8-10 of Algorithm 3).
Whenever source node receives a positive feedback from the
sink for its nth constructed path, it distributes its traffic over the
n established paths and starts to construct the n+1th path (lines
33-36 of Algorithm 1). While, upon reception of a negative
feedback at the source node regarding the nth path (i.e., third
and subsequent paths), it finalizes the path construction process
by disabling the last two constructed paths (i.e., nth and n-1th
paths) and transmitting its event data packets though remain-
ing paths (lines 37-41 of Algorithm 1). Notice that, in the case
that source node fails to construct a new node-disjoint path and
receives its nth transmitted RREQ packet, it sends a Feedback
Request message towards the sink node through the last estab-
lished path (i.e., n-1th path) (lines 51-53 of Algorithm 1). The
aim of this Feedback Request message is to inform source node
about the decision of the sink regarding the utilization of the last
constructed path. Whenever, the sink node receives a Feedback
Request message from nth path, it compares its achieved DRR
through receiving data packets from n paths with that achieved
through receiving data packets from n-1 paths, and sends its
feedback towards the source node (lines 12-18 of Algorithm 3).
Figure 5 shows the first two paths constructed by the proposed
IM2PR protocol.

3.3. Data Transmission and Path Maintenance Phase
In order to reduce the latency of event reporting, IM2PR al-

lows the source node to transmit its collected event data to-
wards the sink concurrent with the path construction process.
As mentioned in Section 3.2, source node starts to transmit
its data packets towards the sink through its selected next-hop
node along the first path concurrent with the construction of
the second path. During construction of further paths, when-
ever source node receives a RREP packet which indicates the
positive feedback of the sink to utilize the last discovered path,
it redistributes its traffic over the established paths towards the
sink. Since paths discovered by the multipath routing proto-
col contain nodes with various packet delivery probability and
remaining battery level, individual paths offer a distinct data
transmission capacity. Therefore, to provide efficient data de-
livery (in terms of PRR, latency, energy consumption and good-
put), source node should adjust the traffic rate of individual
paths based on their data transmission performance. To this
aim, all the RREP and ACK packets transmitted by the nodes
in IM2PR, include some information about probability of suc-
cessful packet transmission, and remaining battery level of the
nodes along the traversed paths. During transmission of ev-
ery RREP packet along a reverse path towards the source node
these values are being updated. Since the initial route informa-
tion collected by the source node will be changed during data
transmission, ACK packets are utilized to provide source node
with updated route information regarding the paths that are en-
gaged with the data transmission process. Therefore, whenever
source node receives a RREP packet from the sink node regard-
ing the kth constructed path, it first calculates data transmission

cost of the established path as:

ϖk =
1

1+∑
n−1
i=1 pin

i,i+1
× 1

1+∑
n−1
i=1 RBLi

(6)

where, ∑
n−1
i=1 pin

i,i+1 and ∑
n−1
i=1 RBLi are the accumulated packet

delivery probability and accumulated residual battery level
along kth path with n nodes. In addition to the calculation of the
ϖ value for the last established path (i.e., kth path), it also re-
calculates the ϖ of other available paths based on the achieved
updates. Finally, source node updates the optimal traffic rate of
the available paths as follows:

min(Rate1 ×ϖ1 = Rate2 ×ϖ2 = ...= Raten ×ϖn)

Subject to
n

∑
i=1

Ratei = 1

Ratek =
1

ϖk ∑
n
j=1

1
ϖ j

(7)

where, n is the number of available paths, Ratek and ϖk are data
transmission rate and data transmission cost of the kth path re-
spectively. The optimal data rate of different paths can be deter-
mined whenever the source node finalizes the path construction
process and only conducts the data transmission process.

Since in wireless sensor networks active paths may fail due to
the link dynamics, energy depletion of nodes or physical dam-
ages, IM2PR provides a path maintenance mechanism during
the data transmission process. In this regard, if an intermediate
node ni finds out there is no communication with its next-hop
node for interval T during the data transmission period, it will
notify the source node about the identified path failure. Since
every node (e.g., ni) knows the packet delivery probability of
the outgoing link towards its next-hop node (e.g., n j), therefore
with assuming there is two transmission attempt over a link with
pi, j = 1, interval T can be calculated through the geometric dis-
tribution as:

T = (
1

pi, j
+1)× (

ι

R
) (8)

where ι is the data packet size in bit and R is the radio bit rate.
When an intermediate node detects a path failure during the
data transmission process, it will forward an error message to-
wards the source node. Upon reception of an error message
by the source node, it disables the failed path and redistributes
the traffic over the remaining paths. Furthermore, it initiates
the route discovery process if there exists less than two active
paths.

4. Performance Analysis

This section analyzes and compares performance of IM2PR
against EERP [4] and MSMRP [9]. First we describe the sim-
ulation software employed for performance evaluations and its
parameters. After that, we present the performance evaluation
metrics. Finally, we study performance of the proposed IM2PR
in comparison with the EERP and MSMRP protocols.
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Table 2: Simulation parameters.

Radio

Average noise power [dBm] -106
Noise figure [dB] 13
Switch to TX/RX [µs] 250
Radio sampling [µs] 350
Evaluate radio sample [µs] 100
Noise bandwidth [Hz] 30000
Modulation NC-FSK
Encoding Manchester
Transmission power [dBm] 0
Standard deviation of transmission power heterogene-
ity

1.2

Standard deviation of noise floor heterogeneity 0.9
Radio speed after encoding [bits per second] 19200
Reference distance [m] 1
PL (d0) [dB] 55

Environment

Ambient temperature [C◦] 27
Path loss exponent (outdoor) 4.7
Multipath channel variations (outdoor) 3.2

B-MAC

Initial backoff [slots] 32
Congestion backoff [slots] 16
Sampling interval [ms] 20

Other parameters

Network topology Random
Number of nodes 100,400
Number of source nodes 2
Area size (network with 100 nodes in outdoor) 30m×30m
Area size (network with 400 nodes in outdoor) 65m×65m
Number of generated packets by each source 100

4.1. Simulation Setup

We have performed our performance evaluations using the
OMNeT ++ simulation framework. In order to precisely simu-
late the characteristics of low-power wireless communications
and improve the accuracy of the simulation results, we have
developed a particularly accurate wireless channel model and
a physical layer model that consider path loss, multipath ef-
fect, transmission power variations, noise floor variations and
the capture effect based on the models presented in [35, 39, 41].
The radio parameters are chosen based on the Mica2 mote spec-
ifications. Furthermore, we have implemented B-MAC [21] as
the underlying MAC protocol in our simulation software. Ta-
ble 2 presents the default simulation parameters of this paper in
detail.

4.2. Performance Parameters

We have evaluated and compared the performance of the
IM2PR, MSMRP, and EERP protocols using following param-
eters:

i. Packet reception ratio: This metric reveals the ability of
different protocols to enhance reliability of event reporting
through measuring the ratio of the number of event packets
received by the sink to the total number of event packets
transmitted by source nodes.

ii. Goodput: This metric is defined as the ratio of the total
number of data bits received by the sink node to the event
reporting duration. Since each path has a limited capacity,
this metric presents the significance of different protocols
to improve network performance under various network
traffic conditions.

iii. Packet delivery latency: This metric is measured as the
average elapsed time for sending event data packets from
source nodes to the sink. This metric demonstrates the
efficiency of different protocols to reduce latency of event
reporting.

iv. Energy consumption for packet transmission: This
metric indicates the average energy consumed by individ-
ual nodes to transmit data packets to the sink node which
is presented as the percentage of total battery capacity of
a sensor node. Therefore, this metric compares the energy
efficiency of different routing protocols.

v. Packet delivery overhead: This metric reveals the over-
head cost of using different routing protocols in event-
driven applications of wireless sensor networks by mea-
suring the ratio of the number of data and control packets
transmitted during the path establishment and data trans-
mission processes to the number of data packets received
by the sink node.

4.3. Performance Evaluation

This section analyzes and compares the performance of
IM2PR, MSMRP, and EERP protocols in terms of the metrics
presented in Section 4.2. In all the figures, each result point
shows the median of 20 simulation runs, while the error bars
present the upper and lower quartiles.

4.3.1. Packet Reception Ratio
The PRR achieved at the sink node through IM2PR,

MSMRP, and EERP protocols in the networks with 100 and
400 nodes are presented in Figure 6. As can be seen from this
figure, IM2PR improves PRR at the sink node about 50% and
70% compared to the MSMRP and EERP protocols in a net-
work with 100 nodes. This observation reveals the effective-
ness of the inter-path interference level measurement mecha-
nism employed by the IM2PR protocol to evaluate the amount
of interference level that every node may experience during the
data transmission process. Based on Figure 6, by increasing
the packet generation rate at the source nodes, reliability of
event reporting through all of the protocols is reduced signif-
icantly. This performance degradation can be explained as fol-
lows: Firstly, it is obvious that increasing the number of gener-
ated event packets per second intensifies the chance of network
congestion due to the packet buffer overflow. Secondly, raising
the event packet generation rate of the source nodes increases
the channel contention degree among the active nodes which in
turn elevates packet loss ratio and network congestion degree
during the data transmission process.

Figure 6 also shows that increasing the number of nodes from
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Figure 6: Packet reception ratios achieved by IM2PR, MSMRP, and EERP pro-
tocols versus packet generation rate.

100 to 400, reduces the PRR provided by all the protocols. The
reason is that increasing the network size results in the con-
struction of the paths with more number of hops which in turn
elevates the channel contention level among the nodes, interfer-
ence and packet loss ratio during the data transmission process.
However, the proposed IM2PR protocol provides a higher PRR
at the sink node compared to the MSMRP, and EERP protocols.

4.3.2. Goodput
Figure 7 shows the goodput achieved at the sink node through

IM2PR, MSMRP, and EERP protocols against packet gener-
ation rate of the source nodes in two different networks with
100 and 400 nodes. The general observation from this figure is
that increasing the packet generation rate elevates the goodput
achieved through all the considered protocols. As can be seen
from this figure, IM2PR improves goodput about 44% and 80%
compared to the MSMRP and EERP protocols in a network
with 100 nodes. These performance improvements are due to
two reasons: Firstly, IM2PR constructs higher capacity paths
compared to the other protocols through constructing paths that
their concurrent utilization causes minimum inter-path interfer-
ence level. Secondly, identifying the sufficient number of active
paths based on the DRR of the sink node enables the IM2PR to
improve goodput.

Furthermore, Figure 7 depicts the effects of network size on
the achievable goodput at the sink through IM2PR, MSMRP,
and EERP protocols. Generally, increasing the number of nodes
from 100 to 400 reduces the goodput achieved through all the
considered multipath routing protocols. This is due to the fact
that increasing the network size elevates the amount of chan-
nel contention among nodes which in turn reduces the capacity
of individual paths. However, the proposed IM2PR provides
higher goodput compared to the MSMRP, and EERP protocols
in the network with 400 nodes.

Figure 7: The goodput achieved by IM2PR, MSMRP, and EERP protocols ver-
sus packet generation rate.

Figure 8: Packet delivery latency of IM2PR, MSMRP, and EERP protocols
versus packet generation rate.

4.3.3. Packet Delivery Latency
The average packet delivery latency through IM2PR,

MSMRP, and EERP protocols in networks with 100 and 400
nodes are depicted in Figure 8. The general observation that
can be drawn from this figure is that the average packet delivery
latency reduces as the packet generation rate decreases. This is
due to the fact that, elevating the network traffic rate causes
more packet collisions, wireless interferences, and channel ac-
cess contentions which in turn intensify the packet delivery la-
tency. Furthermore, as the network traffic load increases, data
packets suffer from longer queuing latency at individual nodes.
As expected, IM2PR reduces the packet delivery latency by
33% and 40% compared to the MSMRP, and EERP protocols
in the network with 100 nodes. Furthermore, in the network
with 400 nodes IM2PR provides about 54% and 63% lower
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Figure 9: Percentage of the average energy consumed for packet transmission
towards the sink node in IM2PR, MSMRP, and EERP protocols versus packet
generation rate.

packet delivery latency compared to the MSMRP, and EERP
protocols respectively. These performance improvements are
direct result of distributing network traffic load over minimum
interfering paths. In fact, concurrent data transmission over
minimum interfering paths established by IM2PR, highly re-
duces the channel access contention degree, packet corruption
rate and queuing latency. Consequently, IM2PR causes a lower
packet delivery latency compared to the other protocols.

4.3.4. Energy Consumption for Packet Transmission
Figure 9 presents the percentage of the average energy con-

sumed by the network nodes to transmit the event packets to
the sink node through IM2PR, MSMRP, and EERP protocols
in the networks with 100 and 400 nodes. Since in all the exper-
iments, source nodes generate identical number of packets with
different packet generation rates, reducing the packet genera-
tion rate increases the packet generation duration. Therefore,
as the packet generation rate reduces, the percentage of the av-
erage energy consumed by sensor nodes to transmit data event
packets towards the sink node is elevated. The main reason is
that reducing the packet generation rate elevates the data trans-
mission duration which in turn makes the network nodes busy
for a longer period. As can be seen from this figure, IM2PR
reduces the average energy consumed by network nodes in a
network with 100 nodes about 40% and 57% compared to the
MSMRP, and EERP protocols respectively.

According to Figure 9, increasing the network size elevates
the average energy consumption of nodes through all the con-
sidered protocols. This behavior is due to the fact that raising
the network size causes more packet collisions, wireless inter-
ferences, and channel access contentions. Therefore, network
nodes along the constructed paths should spend more time at
send or receive states, which in turn increases the energy con-
sumption at individual node for transmitting data packets to-
wards the sink. However, in the network size with 400 nodes

Figure 10: Packet delivery overhead of IM2PR, MSMRP, and EERP protocols
versus packet generation rate.

IM2PR causes lower energy consumption at individual nodes
compared to the MSMRP, and EERP protocols. These perfor-
mance improvements are the direct result of distributing data
packets over minimum interfering paths.

4.3.5. Packet Delivery Overhead
Figure 10 demonstrates the overhead of running IM2PR,

MSMRP and EERP protocols through measuring the ratio of
the total number of control and data packets transmitted dur-
ing the path establishment and data transmission phases to the
number of data packets received by the sink node. Based on this
figure, increasing the network size elevates the packet delivery
overhead caused by all the considered protocols. These incre-
mental trends are due to the fact that increasing the number
of sensor nodes causes more number of packet transmissions
for route discovery process. Furthermore elevating the network
size, results in the construction of the paths with more num-
ber of hops which cause data transmission over long distance
paths.

As demonstrated in Figure 10, IM2PR reduces the packet
delivery overhead by 50% and 60% compared to the MSMRP,
and EERP protocols in the network with 100 nodes. More-
over, IM2PR also decreases the packet delivery overhead in
the network with 400 nodes about 40% and 57% compared to
the MSMRP, and EERP protocols. This can be explained as
follows: Firstly, both of the MSMRP and EERP protocols uti-
lize a flooding mechanism to identify several paths from each
event area towards the sink node. While, the proposed IM2PR
tries to reduce the number of packet transmissions for path con-
struction process through engaging a subset of network nodes
in the path establishment process. Secondly, IM2PR transmits
the event data packets over minimum interfering paths which
causes a lower number of packet corruptions due to the chan-
nel access contentions, interference and network congestion.
Thirdly, since IM2PR considers the relative position of the links
along the paths with respect to their packet delivery probability,

12



M. Radi et al.

it constructs paths which incur lower number of transmissions
per packet delivery compared to the other protocols.

5. Conclusion

This paper proposed a multipath routing protocol to provide
efficient event packet forwarding in event-driven wireless sen-
sor networks by using different mechanisms during the path
construction and data transmission phases. First of all, IM2PR
exploits the broadcast nature of wireless communications to
construct minimum interfering paths from every event area to-
wards the sink in a localized manner without requiring specific
hardware equipments or particular assumptions. Secondly, it
considers the limitation on the number of offered link layer
transmission attempts at individual links and the relative po-
sition of the links along the paths in order to select the paths
that incur a minimum number of packet transmissions for ev-
ery single packet delivery. Thirdly, to achieve the maximum
possible network performance, IM2PR determines the efficient
number of paths that can be used simultaneously based to the
DRR of the sink node. Finally, in IM2PR every source node
adjusts the traffic rate of individual paths based on their data
delivery probability in the presence of active interfering links
and battery capacity.

Simulation comparison studies show the higher performance
of the proposed protocol compared to the MSMRP, and EERP
protocols in terms of PRR, goodput, latency, energy consump-
tion and packet delivery overhead. The achieved results reveal
that constructing minimum interfering paths with high packet
transmission quality improves performance of packet delivery
in event-driven wireless sensor networks.

As future work, we are intended to enhance the IM2PR pro-
tocol to provide fair event packet delivery from different event
areas to the sink in the cases where mulitple events coexist in
the sensor field. Moreover, according to the operation of the
proposed IM2PR protocol, every node that wants to select a
next-hop node towards the sink should be aware about the in-
terference level experienced by its neighboring nodes in order
to establish minimum interfering paths. In order to reduce the
number of packet transmissions during the path construction
process, we plan to design efficient mechanisms to adjust the
transmission time of the update messages on the amount of
wireless interference experienced by individual nodes.
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