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Abstract 
 

In this project we apply concepts of Natural Language Processing(NLP) and Deep Learning(DL)             

for the generation of the image description. The project present a generative model based on a                

deep recurrent architecture that combines recent advances in computer vision and machine            

translation and that can be used to generate natural sentences describing an image.Here we              

use a neural and probabilistic framework to generate descriptions from images.The model is to              

involve attention mechanism which would increase the efficiency of the system. The model is              

trained and evaluated on Flickr8K and Flickr30K and the results are captured and analysis are               

done. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Objective 
To design a neural network model to create the image description. 

What is the problem 

A image contains a lots of information regarding the elements in the image and the               

surroundings of the elements. A description must capture not only the objects contained in an               

image, but it also express how multiple objects in image are related to each other as well as                  

their attributes and the activities they are involved in. A language model is needed in addition                

to visual understanding. The neural network model for generation of image description is             

concerned with the semantic knowledge in the image that has to be expressed in a natural                

language like English. 

Why is this project related to this class  

Language model such as recurrent neural network is one of the fundamental Natural Language              

Processing(NLP) which has application in various fields of science. Traditionally, image           

generation using recurrent neural network involve various aspects of NLP such as semantic             

analysis.  

Why other approaches are no good  

Some pioneering approaches that address the challenge of generating image description have            

been developed, rely on hard-coded visual concepts and sentence templates, which imposes            

limits on their variety. The focus of these projects has been on reducing the complex visual                

scenes into a single sentence, which is an unnecessary restriction. 

Why you think your approach is better 

In this work we combine Deep CNN for image classification which is state-of-the art for this                

purpose with RNN for sequence modeling, to create single network that generates descriptions             

of images. The RNN is trained in the context of single “end-to-end” network. The model is                

inspired by recent success in sequence generation in machine translation, with difference that             

instead of starting with a sentence, we provide image processed by convolutional network.  



 

Statement of the problem 

Build a multimodal recurrent neural network architecture that takes an input image and             

generates its description in text. The model was built that inferes the latent alignment between               

segments of sentences and the region of the image. We will train the model with Flickr8K and                 

Flickr30K datasets which contains set of images and their corresponding sentence description            

and evaluate its performance on a new dataset.  

 

 

Hypothesis/Goals 
 

We are proposing through this project, to build a architecture which uses multimodal Recurrent              

neural network  that generates descriptions of the visual data. 

Positive Hypothesis 

The model will generate the correct natural language description in English of the semantic              

knowledge given in image. 

Negative Hypothesis 

The model will generate the natural language description that is not relevant to the semantic               

knowledge and labels of the image.  

 

  



 

Methodology  

Data Sets  

In this work we will try to experiment our model on multiple data set such as, Flickr8K, Flickr30K                  

datasets  and see how our model responds to the different data sets. 

 

All these dataset either provide training sets, validation sets and test sets separately or just               

have a sets of images ,and description. In both the case we will divide the data sets into three                   

parts as training, validation and test set to train and evaluate the model for accuracy. 

How To Solve the problem 

Algorithm Design 
● We would like to create a model that takes an image I as input, and is trained to                  

maximize the likelihood p(S|I) of producing a target sequence of words S = {S1, S2, . . .}                  

where each word St comes from a given dictionary, that describes the image             

adequately. 

 

● The initial step would be to store all the images in an array of shape [m, n_h, n_w, n_c]                   

where 

 m  = # training examples 

 n_h = height of an image 

 n_w = width of an image 

 n_c = # of channels ( typically = 3 (RGB)) 

 

● The next step will be to pass all the images to Inception V3 (GoogleNet) to predict the                 

probabilities of all the elements in an image  



 

 
● The output of the above image will be the probabilities of the elements in an image like                 

below, which will pass to LSTM model for further processing. 

 

 

 

 

 

 

 

 

 

 

 

 

● After getting the output from Inception CNN, then it needs to create meaningful             

sentences which would be done by implementing LSTM based sentence generator. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
● The LSTM model is trained to predict each word of the sentence after it has seen the                 

image as well as all preceding words as defined by p(St|I, S0, . . . , St−1)  



 

● We are expecting the output of above image will be 

a. Two teenage girls are hugging . (low chance) 

b. one of the teenage girls  wearing helmet are hugging(med chance) 

c. Cyclists wearing helmet with their bicycle are hugging . (high chance) 

 

Languages used 
In this project we plan to use Python3 as it is one of the fastest scripting language and includes                   

a lot of libraries for Deep Learning and Natural Language Processing 

 

Tools Used 
● Pickle 

● TensorFlow 1.0 or greater  

● NumPy 

● Natural Language Toolkit (NLTK): 

1. First install NLTK  

2. Then install the NLTK data package "punkt"  

● Glob 

● tqdm 

● Keras 

  



 

Implementation 
 

1. Code: 

Pre-processing: 

 

 

Image Encoding: 

 

 

Saved encoding to pickle file: 

 

 

  



 

Training Batch Generator: 

 

Image Model: 

 

 

  



 

Caption Model: 

 

 

Final Model: 

 

 

Sampling Caption Prediction: 

 

 

  



 

Beam Search Caption Prediction: 

 

 

BLEU Score: 

 



 

2. Code Implementation: 

The following are the steps which we followed in the project for achieving the results:  

a. The raw data has been obtained from “flickr 8k” dataset provided by University 

of Illinois at Urbana Champaign and the same has been used throughout the 

model to generate the description of the images. 

b. Image Encoding has been done based on the model “Inception v3” 

c. The output of the image classification and encoding has been feeded into the 

RNN model which is a LSTM network. Long short-term memory (LSTM) units (or 

blocks) are a building unit for layers of a​ ​recurrent neural network (RNN). 

d. Model has been trained using the text embedding. 

e. After the training of the model, the model has been evaluated and model tuning has 

been performed. 

f. After the model tuning, prediction will be done using the beam search i.e. exploring the 
graph by expanding the most promising node in a limited set. 

g. The image description will be generated in the English Language. 

 

  

https://en.wikipedia.org/wiki/Recurrent_neural_network


 

Flow Charts 

Loading Data and Classification  

 

 

 

 



 

Model training and generating Output 

 



 

Data Analysis and Discussion 

Output Generation 

 

 

Output generated would be like: 

 



 

Output Analysis 

 
a. The output generated is a Natural Language textual sequence. 

b. With our model we scored a BLEU 4-Gram Score of 0.54  for Beam Search (beam index = 3) and 

same for normal sampling search 

Compare Output against Hypothesis 

Our hypothesis based on generating the image description in plain English text and is accurate. 

We have promising results that have good accuracy. 

Summary and Conclusion 
We have presented an end-to-end neural network system that can view an image and generate 

a reasonable description in plain English. Project is based on a convolution neural network that 

encodes an image into a compact representation, followed by a recurrent neural network that 

generates a corresponding sentence. The model is trained to maximize the likelihood of the 

sentence given the image. Experiments on several datasets show the robustness of proposed 

model in terms of qualitative results and quantitative evaluations,It is clear from these 

experiments that, as the size of the available datasets for image description increases, so will 

the performance of approaches. 

Recommendation for further studies 
We can enhance and improve the description generation by the model by taking into 

consideration how one can use data, both from images alone and text alone which is loosely 

labelled or not classified. It will be interesting to see how one can use the unsupervised data to 

create the description of the image.  
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