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Abstract
This paper focuses on the scheduling of multiple-wave-
length lightpaths and outlines an algorithm to provide
increased simultaneous allocations of lightpaths on the
Lambda-Grid. Several approaches for lightpath schedul-
ing have been proposed, and most of them involve some
variation of concentrating or balancing wavelengths over
the edge-disjoint paths between the source and destination
specified in a request. We have used our LRSS, Lightpath
Request Scheduling Simulator, to show that the efficiency
of balancing- and concentrating-based algorithms
depends on the characteristics of the lightpaths requested.
Based on this assumption, we have developed a dynami-
cally adaptive hybrid algorithm, which combines both bal-
ancing and concentrating, employing each of the
approaches when appropriate. The efficiency of the new
algorithm is assessed by comparing its performance with
the performance of the two basic approaches. Our experi-
ments show that the dynamically adaptive hybrid schedul-
ing algorithm has a blocking probability that is always
close to the lower one, for a representative set of topolo-
gies under a representative set of traffic conditions.

1. Introduction
Optical networks are being deployed today in state-of-the-
art Lambda-Grid testbeds, such as the OMNInet [15], Ter-
agrid [25], SURFnet [24], CAnet [1], and others world-
wide. It has been shown that dynamically provisioned
optical networks provide the sustainable bandwidth
needed by data-intensive grid applications and also
enables the usage of the network by on-demand and
advance reservation [1], which is key for remote collabo-
ration. For these reasons, it is clear that, in the coming
years, optical networks will be the main component in grid
platforms built for data-intensive computing. In fact, this
tendency is shown by recent projects such as the OptIPuter
[22].

The importance of advance-reservation for grid com-
puting, in particular for grid collaborations, has been intro-
duced by the Globus group in the definition of GARA [3]

and then in [4]. Recently, it has been discussed in [5],
which focuses on data-intensive collaboration, and in [11],
which aims at scheduling data placement activities.
Advance reservation of lightpaths in Lambda-Grids will
provide bandwidth guarantees for the specified time-slot
[2].

Network reservation, either on demand or in
advance, requires scheduling. When dealing with optical
networks, this scheduling is done in terms of time-slots/
lightpaths, i.e., end-to-end lightpaths are reserved for a
specific time slot. The scheduling of advance-reservation
requests in grid environments has been discussed in [1],
and advance reservations for packet-switched networks
have been discussed in [19, 20].

 The advance-reservation scheduling of lightpaths in
optical networks consists basically of routing and wave-
length assigning, an NP-complete problem, which has
been extensively studied for on-demand reservations. This
problem has been studied both with and without wave-
length converters, and lower and upper bounds have been
found for the number of wavelengths and number of wave-
length converters needed for a given upper bound on the
traffic [17]. In fact, in [18], the lower and upper bounds on
the traffic have been defined based on the traffic pattern
using integer linear programming. These bounds relate to
the lower bound on blocking probability. 

Lightpath scheduling in an optical network without
wavelength converters consists of two main steps: select-
ing the route and selecting the wavelength within the
route. Given the two main steps, generally, any scheduling
approach will either (1) select a route and then pick a
wavelength within the route or (2) select a wavelength and
then pick a route within which that wavelength is avail-
able. Different selection processes may be employed in
each approach, leading to different levels of optimizations.
When scheduling multiple-wavelength lightpaths, the first
approach can be extended to (3) select a set of routes and
then pick wavelengths within the routes, while the second
approach can be extended to (4) select a set of wave-
lengths and then pick routes within which those wave-
lengths are available. In approach number 3, the
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wavelengths will be spread within the set of routes,
whereas, in approach number 4, the wavelengths will be
packed over the set of routes. Packing and spreading are,
in fact, basic techniques used for lightpath scheduling, on
top of which several approaches have been built (see Sec-
tion 2). We limit our studies to networks which do not
have wavelength converters. This implies that, for a light-
path allocation, the same wavelength of light should be
used from source to destination.

 In [2], we defined and compared two algorithms,
Wavelength-Balancing and Wavelength-Concentrating,
which systematically schedule multiple-wavelength light-
paths by packing and spreading the wavelengths, respec-
tively. These algorithms are explained in Section 3. In this
paper, we analyze and compare the blocking probability
obtained when wavelengths are balanced and concentrated
in different scenarios and larger networks. The blocking
probability was obtained with LRSS, our Lightpath
Request Scheduling Simulator. Our experiments led to the
conclusion that each approach behaves better than the
other under special conditions, and that the length of the
shortest path between the source and destination in the
requests definitely affects the behavior of the algorithms.
Based on this assumption, we have developed a dynami-
cally adaptive hybrid algorithm, which either balances or
concentrates wavelengths depending on the length of the
shortest path between the source and destination in each
request.

Note that our dynamically adaptive hybrid algorithm
is based on the systematic and basic balancing and concen-
trating algorithms. Enhancing the Hybrid algorithm to
include optimization techniques in the selection of the
route and/or wavelength is possible, but further experi-
ments are required to assess the benefits obtained by each
extension.

This paper is organized as follows. Section 2 presents
related work. Section 3 discusses the extreme behavior of
the balancing and concentrating algorithms and shows that
each of them has a lower blocking probability than the
other depending upon the characteristics of the lightpath
requests. Section 4 presents the dynamically adaptive
hybrid scheduling algorithm. Section 5 presents the simu-
lation results, which compare the balancing, the concen-
trating, and the dynamically adaptive hybrid scheduling
algorithms. Section 6 summarizes and concludes.

2. Related Work
A range of heuristics have been proposed for the RWA
(Routing and Wavelength Assignment) problem. In the
order of performance (from worst to best), the following
approaches have been proposed:   basic, porder, color,
lpcolor, least-loaded, aurpack, aurexhausted [8]. When
comparing the average blocking probability achieved by

each approach, spread generally provides the worst alloca-
tions for wavelength assignment. Packing performs better,
and the performance increases from using wavelengths in
order (porder), to using the most used wavelength
(pcolor), to using the routes with most used wavelengths
(lpcolor), to choosing the path which is left with the high-
est capacity after the assignment (least loaded), to using
aurpack and aurexhaustive [8]. 

The authors in [8] define the various heuristic algo-
rithms along with simulation results for a network in Fin-
land, and show that the choice of heuristic influences the
blocking probability of the network topology. The authors
have also introduced a first-iteration policy to improve the
blocking probability of the various algorithms by iteration.
The iteration policy runs a simulation, then finds the cost
and decides whether to accept or reject the connection
along that path. It is important to note that the first itera-
tion policy is computationally intensive. In [7], the authors
define a method for path selection, which is based on
exchanging information about critical links in the network
and avoiding those links during wavelength assignment. It
has been shown that this method reduces the blocking
probability compared to a fixed-wavelength-assignment
scheme. This method has an overhead imposed by the
exchange of network link-state information. It has been
shown in [6] that using the alternate path for wavelength
assignment only when it is lightly loaded lowers the
blocking probability of the network.

3. Balancing vs. Concentrating Wavelengths
This section presents the Wavelength-Balancing and
Wavelength-Concentrating Algorithms and shows that
each of them is the best choice under specific traffic and
topology conditions.

3.1. Definitions
A. Lightpath Request: Each request is specified by a

source-destination pair, a time-slot, and a number of
wavelengths. It can be granted or rejected depending
on the current availability for the specified time-slot.
Note that granting a request means allocating one
lightpath from source to destination for each wave-
length requested.

B. Lightpath Allocation: A request that was granted for an
end-to-end path (source-destination) and is specified
in terms of number of wavelengths.

C. Lightpath Rejection: A lightpath request that was not
granted for an end-to-end path (source-destination),
specified in terms of number of wavelengths.

D. Edge-Disjoint Path: The nth edge-disjoint path
between two nodes is a path that does not share any of
its edges with the previous n - 1 edge-disjoint paths
between those two nodes. The first edge-disjoint path
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is the shortest path, followed by the second shortest,
and so on.

E. End-to-End Path: A path that starts from the specified
source and ends at the specified destination. The mini-
mum number of links in an end-to-end path is one.

F. Blocking probability: The ratio of total rejections to the
total requests. It is given by

PB   =  / ,

where  is the total number of rejections, and  is the
total number of requests.

3.2. The Algorithms
• Wavelength-Concentrating Algorithm: This algorithm

finds all the edge-disjoint paths from the source to the
destination. It then allocates all the wavelengths along
the first edge-disjoint path, then allocates all wave-
lengths along the second edge-disjoint path and so on,
sequentially until all the requests are satisfied [2].

• Wavelength-Balancing Algorithm: This algorithm finds
all the edge-disjoint paths from the source to the destina-
tion. It then allocates the first wavelength along the first
edge-disjoint path, the first wavelength along the second
edge-disjoint path, and so on, along the nth edge-disjoint
path. It then allocates the second wavelength in the same
order and so on, up to the mth wavelength until all the
requests are satisfied [2].

3.3. LRSS
The blocking probabilities for various topologies have
been found using LRSS, our Lightpath Request Schedul-
ing Simulator. LRSS is a simulator written in C, which
takes as input the network topology and a synthetic trace
of requests for lightpaths, both in the form of ASCII text
files. For the set of experiments in this Section, we used
FONTS (Flexible Optical Network Traffic Simulator) [13]
traces for the lightpath requests.

There are no real traces for advance-reservation
Lambda-Grids available at the moment. In [9], it has been
emphasized that, in the absence of real traces for high
bandwidth networks, the traces can be generated by mod-
eling the network behavior using stochastic processes,
which is exactly how FONTS generate its synthetic traces.
In our case, the FONTS traces were generated for a single
source-destination pair, and the source-destination pairs
were modified by LRSS according to the traffic character-
istics in Table 1, to generate specific kinds of requests.

LRSS simulates scheduling algorithms for advance
reservations. The algorithms currently simulated are:
Wavelength-Balancing, Wavelength-Concentrating, and
the dynamically adaptive hybrid scheduling algorithm
which combines the balancing and concentrating schemes.
An important part in these algorithms is finding the edge-

ρ α

ρ α

disjoint paths between the given source-destination pair of
a lightpath request. The edge-disjoint paths are produced
by repeatedly applying the Dijkstra’s shortest path algo-
rithm to the graph produced by removing the edges, which
were part of the shortest path produced in the previous
step. The code for Dijkstra’s shortest path appears in [21].
In using this approach, it is assumed that the capacity of
each link is one unit. In [16], it has been explained that the
right approach to find the edge-disjoint paths involves
decrementing by one unit the capacity of the links in each
newly-found edge-disjoint path. Since, in our case, the
capacity of each edge is one unit, this approach reduces to
ours because reducing a one-unit edge’s capacity to zero
unit is the same as eliminating the edge.

3.4. Extreme Cases 
The Wavelength-Balancing and Wavelength-Concentrat-
ing algorithms have been analyzed extensively for 4-node
topologies and the OMNInet in [2]. The Wavelength-Bal-
ancing algorithm performs better when the number of two-
hop source-destination requests were biased to 25, 50, and
75 percent compared to the number of one-hop source-
destination requests. The Wavelength-Balancing algorithm
also performed better when the diameter link of the
OMNInet topology was used for satisfying the lightpath
requests, but was not requested as an end-to-end lightpath.
However, the Wavelength-Concentrating algorithm per-
formed better when the requests were mainly for one-hop
end-to-end lightpaths.

To illustrate the variation in performance according
to the type of request, we show extreme cases, in which
the Wavelength-Balancing and Wavelength-Concentrat-
ing algorithms performed better than each other. The sim-

Table 1: Algorithms for generating different types of 
traffic.

8-hop Requests source = rand() % ring_total_nodes;
 if (8 > (ring_total_nodes - source))
      dest = 8 - (ring_total_nodes - source);
else
       dest = source + 8;

Uniform Requests  source = rand() % ring_total_nodes;
 dest = rand()% ring_total_nodes;
 while (source == dest)
        dest = rand()% ring_total_nodes;

1-hop Requests source = rand() % ring_total_nodes;
if (source + 1 < ring_total_nodes - 1)
    dest = source + 1
else
   dest = 0;
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ulation was performed for a 32-node-ring and a 32-node-
ring-with-chords topologies, in which the capacity in each
link is four wavelengths. The representative examples of
kinds of requests which lead to better performance for the
Wavelength-Balancing algorithm and for the Wavelength-
Concentrating algorithm are shown in Tables 2 and 3
respectively.

Figures 1 and 2 show the blocking probability for
both concentrating and balancing when the requests are as
specified in Tables 2 and 3 respectively. Table 1 shows
how the source-destination pairs were generated by LRSS
for the extreme cases. The traffic is assumed to be unidi-
rectional.

The graph in Figure 1 shows that, for a 32-node-ring
topology, when the requests are for 1-hop lightpaths only,
the Wavelength-Concentrating algorithm performs better.
However, for a 32-node-ring-with-chords topology (see
Figure 6), when the requests are for 8-hop lightpaths only,

Table 2: 32-node-ring topology:
requests for 1-hop lightpaths. 

Variable Value

Advance reservation request 
arrival 

Poisson distribution

Average number of lightpath 
request arrivals in a time-slot

60, 30, 20, 15, 12 and 10

Number of lightpath requests 
for each arrival

Uniform [1-4]

Time-slot length 1 hour 

Source-destination pair distri-
bution

Uniform traffic between 1-
hop-apart nodes only

Table 3: 32-node-ring-with-chords topology:
requests for 8-hop lightpaths.

Variable Value

Advance reservation request 
arrival 

Poisson distribution 

Average number of lightpath 
request arrivals in a time-slot

60, 30, 20, 15, 12 and 10

Number of lightpath requests 
for each arrival

Constant = 1

Time-slot length 1 hour 

Source-destination pair distri-
bution

Uniform traffic between 8-
hop-apart nodes only

the Wavelength-Balancing algorithm performed better, as
shown in Figure 2.

Figure 1: Requests for 1-hop lightpaths in a 32-node ring:
uniform requests

Figure 2: Requests for 8-hop lightpaths in a 32-node ring-
with-chords: constant requests.

4. The Hybrid Algorithm
We have developed a novel dynamically adaptive hybrid
scheduling algorithm, which is a combination of the bal-
ancing and concentrating schemes. This algorithm concen-
trates the allocations along the shortest paths or balances
them along all the edge-disjoint paths depending on the
length of the source-destination path in the lightpath
request. It balances the allocations along the edge-disjoint
paths which are shorter than a threshold and concentrates
the allocations along the edge-disjoint paths which are
longer than or equal to the same threshold. 

The Hybrid algorithm, shown below, runs the Wave-
length-Balancing algorithm in two passes. In the first pass,
it avoids those edge-disjoint paths which have more than
x-hops. This way it achieves its concentrating effect in the
first pass, by allocating only along those routes which
have less than x-hops. In the second pass, it runs the Wave-
length-Balancing algorithm again and allocates the
remaining requests along all edge-disjoint paths. Note that
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x represents the cutoff value between balancing and con-
centrating.

Hybrid Algorithm 
begin

firstpass = 1;
while (firstpass is not equal to 3)

for i = 1 to number of wavelengths
for j = 1 to number of edge-disjoint paths

if first pass is equal to 1 and
edge-disjoint path has more than x-hops 

continue
if wavelength[i] is available for all segments

in the edge-disjoint path[j]
Allocate wavelength[i] for all segments

in edge-disjoint path[j] 
Increment number of allocated requests by 1

 if all requests are satisfied
return the number of requests satisfied

end (for edge-disjoint paths loop)
end (for number of wavelengths loop)
Increment firstpass by 1

end (while loop)
return the number of requests satisfied

end

The graphs in Figures 3 and 4 illustrate the improve-
ment gained with the adaptability of the Hybrid algorithm.
They show the blocking probability obtained by the differ-
ent algorithms (Balancing, Concentrating, and Hybrid
with various cutoff values) when dealing with the extreme
cases shown in Tables 2 and 3. The topology used in the
experiments in Figure 3 is a 32-node ring and, in Figure 4,
is a 32-node ring-with-chords. The chords connect the
nodes (0, n/2-1), (0, n/4 -1), and (0, 3n/4 -1) where n is the
number of nodes in the ring, as shown in Figure 6.

Figure 3: Requests for 1-hop lightpaths in a 32-node ring:
uniform requests

Note that, in both cases, the blocking probability
obtained by the Hybrid algorithm is comparable with the
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blocking probability obtained with the best algorithm for
each case. In Figure 3, the requests are for 1-hop end-to-
end paths, and the Hybrid algorithm performed compara-
bly to the Wavelength-Concentrating algorithm, the best
option in this case. In Figure 4, the requests are for 8-hop
end-to-end paths, and the Hybrid algorithm performed
comparably to the Wavelength-Balancing algorithm, the
best option in this case. This example shows how the
Hybrid algorithm is able to adapt to the requests and
behave like the best option in each case.

Figure 4: Requests for 8-hop lightpaths in a 32-node ring-
with-chords: constant requests.

We have tried different cutoff values for the ring and
ring-with-chords topologies, as shown in Figures 3 and 4,
where:
• Hybrid: the algorithm balances along the edge-disjoint

paths during the first pass, only if the number of hops in
the edge-disjoint path is less than half of the total num-
ber of nodes.

• Hybrid-n: the algorithm balances along the edge-disjoint
paths during the first pass, only if the number of hops in
the edge-disjoint path is less than N/2 + N/n, where N is
the total number of nodes. The Hybrid-n algorithm
becomes the Hybrid algorithm when n = .

In a ring topology every source-destination has two
alternate paths. For a ring, the minimum length of the sec-
ond-shortest edge-disjoint path is N/2. In a ring-with-
chords topology, the minimum length of the second edge-
disjoint path can be less than N/2. However we have used
N/2, in our analysis for both ring and ring-with-chords
topologies, as the minimum cutoff in order to study the
effects of the Hybrid algorithm on both the ring and ring-
with-chords topologies using the same cutoff parameters.

Note that, according to the graphs shown in Figures 3
and 4, in these two scenarios, varying the cutoff value does
not seem to have a significant impact on the blocking
probability.
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5. Simulation Results
The results presented in this section show the blocking
probabilities obtained from simulations using the LRSS
with a 32-node ring and ring-with-chords topologies, as
well as the topologies used in a soon-to-be production net-
work, the National Lambda Rail, and in the SURFnet. We
have experimented with the sequence of requests
described in Table 4.

We consider ring topologies as representative topolo-
gies for our analysis because they are simple and are the
basic building-blocks used to form more sophisticated
topologies used in production networks, such as the
OMNInet [15], SURFnet [24], and National Lambda Rail
[14]. 

The subsections below present a representative set of
the experiments performed using a constant distribution
for the number of lightpaths in a request. A comprehensive
set of experiments, including two other distributions for
the number of lightpaths in a request, as shown in Table 4,
can be found in [10].

Note that, the scenarios explored in the following
subsections are not extreme, and the goal with these exper-
iments is to show that the Hybrid algorithm is general and
leads to a blocking probability, which is always compara-
ble with the blocking probability obtained with the best
algorithm in each of these cases.

Also note that we have used 1-hour time slots, which
may not be the best choice in all the cases. Investigating
the impact caused by varying the length of the time slot on
the blocking probability, in different scenarios, is part of
our future plans and is beyond the scope of this paper.

Another goal is to explore the impact of employing
different cutoff values on the blocking probability

Table 4: Requests for simple ring, ring-with-chords 
topologies National Lambda Rail and SURFnet.

Variable Value

Advance reservation request 
arrival

Poisson distribution

Average number of lightpath 
request arrivals in a time slot

60, 30, 20, 15, 12 and 10

Number of lightpath 
requested

Constant = 1, 
Zipf’s distribution (exponent 
= 3, capacity = 4), 
Uniform Distribution [1 - 4]

Time-slot length 1 hour 

Source-destination pair distri-
bution

Uniform

obtained by the Hybrid algorithm. The results presented
below show that varying the cutoff value did not impact
the blocking probability significantly in the scenarios stud-
ied.

5.1. 32-Node Ring
In Figure 5, we show the results for constant requests in
32-node rings. Note that the difference in blocking proba-
bility obtained with the Wavelength-Balancing and Wave-
length-Concentrating depends on the average arrivals in a
time slot. Secondly, the Hybrid algorithm achieves the
behavior of the algorithm which has the lower blocking
probability.

Note that, in this scenario, according to the graph
shown in Figure 5, varying the cutoff value does not have
a significant impact on the blocking probability.

Figure 5: 32-Node Ring: Constant Requests

5.2. 32-Node Ring-With Chords
In Figure 7, we show the results for constant requests in
32-node rings-with-chords. The Wavelength-Balancing
algorithm performs better than the Wavelength-Concen-
trating algorithm, and the Hybrid algorithm achieves a
behavior similar to the Wavelength-Balancing algorithm,
the best option in this case.

Figure 6: 32-Node Ring-With-Chords, n = 32.

Note that, as for the 32-ring topology, in this sce-
nario, according to the graph shown in Figure 7, varying
the cutoff value does not have a significant impact on the
blocking probability.
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Figure 7: 32-Node Ring-With-Chords: Constant Requests

5.3. National Lambda Rail
The National Lambda Rail (as shown in Figure 8, which
was obtained at [14]) is a soon-to-be-deployed optical net-
work in the United States. In Figure 9, we present results
for the NLR topology with constant requests. Note that
different cutoff values provide slightly different blocking
probabilities. Note also that, generally, the Hybrid algo-
rithm performed as well as, or even better than the Balanc-
ing-Wavelength algorithm.

Figure 8: National Lambda Rail

Figure 9: National Lambda Rail: Constant Requests

0

0.2

0.4

0.6

0.8

1

60 30 20 15 12 10

Average arrivals in a time slot

B
lo

ck
in

g
 p

ro
b

ab
ili

ty
conc hybrid hybrid-32 hybrid-16
hybrid-8 hybrid-4 bal

5

0

1

2
3

22

21

20
19

18 17

23

4

25

24
16

15 14 13

6

26
9

7
8

10
11

12

5

0

1

2
3

22

21

20
19

18 17

23

4

25

24
16

15 14 13

6

26
9

7
8

10
11

12

0

0.2

0.4

0.6

0.8

1

60 30 20 15 12 10 6

Average arrivals in a time slot

B
lo

ck
in

g
 p

ro
b

ab
ili

ty

conc hybrid-4 hybrid-8 hybrid-12
hybrid-16 hybrid-20 bal

Since the NLR is not a ring, we have decided to
experiment with absolute cutoff values, i.e., Hybrid-x indi-
cates that the cutoff value used was x. In this scenario,
according to the graph shown in Figure 9, varying the cut-
off value does affect the blocking probability in some
cases, but the impact is still not significant.

5.4. SURFnet
The SURFnet [24] is an initiative of the Dutch government
to support research and educational activities. The core of
SURFnet, a four-node ring as shown in Figure 10, is key
in the cross-group communication. To reach nodes in the
same access group, we assume no lambda scheduling is
required. The lambda scheduling is required for reaching
from one access group to another, which is done through
the 4-node ring.

Figure 10: SURFnet

In Figure 11, we present results for the SURFnet with
constant requests. Note that, generally, the Hybrid algo-
rithm performed as well as, or even better than the best
between Concentrating and Balancing, each of which was
a better option in specific cases.

Figure 11: SURFnet: Constant Requests

In this scenario, as for the ring and ring-with-chord
topologies, according to the graph shown in Figure 11,
varying the cutoff value does not affect the blocking prob-
ability.
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6. Conclusion
We have developed the LRSS (Lightpath Request Sched-
uling Simulator) to find the blocking probabilities of
advance reservations of lightpath requests. Our simulation
results show that the behavior of the scheduling algorithm
depends on the lightpath request characteristics, and that
both balancing and concentrating algorithms can achieve
lower blocking probability, depending on the traffic char-
acteristics.

Our novel dynamically adaptive hybrid scheduling
algorithm, combines the concentrating and the balancing
of wavelengths, and achieves the behavior of the algo-
rithm which has the lower blocking probability, for ring,
ring-with-chords, the National Lambda Rail, and the SUR-
Fnet topologies. As shown by our simulations, this algo-
rithm has the potential to increase network utilization by
enabling an increase in the number of simultaneous light-
path allocations on the Lambda-Grid.
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