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ABSTRACT
This paper presents a novel opinion mining research prob-
lem, which is called Contrastive Opinion Modeling (COM).
Given any query topic and a set of text collections from
multiple perspectives, the task of COM is to present the
opinions of the individual perspectives on the topic, and
furthermore to quantify their difference. This general prob-
lem subsumes many interesting applications, including opin-
ion summarization and forecasting, government intelligence
and cross-cultural studies. We propose a novel unsupervised
topic model for contrastive opinion modeling. It simulates
the generative process of how opinion words occur in the doc-
uments of different collections. The ad hoc opinion search
process can be efficiently accomplished based on the learned
parameters in the model. The difference of perspectives can
be quantified in a principled way by the Jensen-Shannon di-
vergence among the individual topic-opinion distributions.
An extensive set of experiments have been conducted to
evaluate the proposed model on two datasets in the politi-
cal domain: 1) statement records of U.S. senators; 2) world
news reports from three representative media in U.S., China
and India, respectively. The experimental results with both
qualitative and quantitative analysis have shown the effec-
tiveness of the proposed model.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval—Retrieval models; G.3 [Probability
and Statistics]: Probabilistic algorithms; I.2.7 [Artificial
Intelligence]: Natural Language Processing—Text analysis

General Terms
Algorithms, Experimentation

Keywords
contrastive opinions, opinion mining, topic modeling, opin-
ion retrieval
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1. INTRODUCTION
Opinion mining is concerned with extracting and analyz-

ing judgments on various aspects of given items from a set of
text documents. It is an important task in information re-
trieval and data mining as it aims at finding subjective infor-
mation, which may be more relevant to users than factual in-
formation in many applications. While there has been much
research in opinion mining, most of them focus on analyzing
opinions at the word-level, sentence-level or document-level.
This paper studies a novel opinion mining problem which
examines opinions at the collection-level with each text col-
lection coming from a different perspective. We refer to the
task as Contrastive Opinion Modeling (COM): given any
query topic and a set of text collections from multiple per-
spectives, the task is to demonstrate the difference among
the perspectives’ opinions on the topic. Specifically, COM
discovers the common topics across all the perspectives. For
each discovered topic or any ad hoc query topic, the task in-
volves: 1) presenting the opinions from each perspective; 2)
quantifying their difference. COM models opinions against a
whole collection/perspective which potentially consists of a
large number of documents. Therefore, it can answer a wide
range of opinion analysis requests about the perspective.

There exists much work on opinion retrieval such as the
subtask in TREC Blog track [23]. In the TREC task, a set
of opinionated documents are returned and users often have
to go through the documents to look for the opinions ex-
pressed by the perspective of interest. In COM, opinions (in
the form of opinion words) are directly returned in response
to the user query. For example, it can address a user request
like “what are the respective opinions of U.S., China and In-
dia (e.g., from news agencies) on Dalai Lama and how much
difference among them?”. To answer this request, the opin-
ion words are returned like“nonviolent” for U.S., “rebellious”
for China and “Holy” for India, and a diversity score is also
presented so that users can clearly know the degree of dis-
cordance among the perspectives. Thus, COM can provide
more direct opinion search than the existing work.

Furthermore, a lot of current opinion mining work focuses
on mining review data and solving classification problems.
As we go beyond product reviews, only knowing sentiment
orientations such as positive, negative and neutral is not
enough in many cases. This is especially true in the domain
of politics where the wording is often sensitive. For exam-
ple, with respect to healthcare reform in U.S., a Republi-
can might often say “we want responsible healthcare reform
based on private insurance”1, while a Democrat might of-

1http://www.gop.gov/solutions/healthcare



ten say “we want universal healthcare reform with a public
government-run health insurance agency”2. Both statements
can be viewed as positive on healthcare reform in general,
but the opinion words“responsible”and“private”vs“univer-
sal” and “public” reflect their huge difference on the issue.
Therefore, in COM, the opinions of interest are represented
by opinion words which are directly returned to users.

To tackle the task of contrastive opinion modeling, we
propose a novel topic model, called Cross-Perspective Topic
(CPT) model. The model simulates the generative process
of how opinion words appear in the documents. It not only
discovers topics but also models the corresponding opinions
across multiple perspectives. In CPT, the generative process
of opinion words are separated from the generative process
of topic words. As a result, besides the word distribution of
each topic, we can obtain the opinion distribution for each
topic as well. These distributions manifest the associations
between topics and opinions, and enable us to accomplish a
variety of opining mining tasks including COM. Our contri-
butions in this paper can be summarized as follows:

1. We define and study a novel opinion mining task: con-
trastive opinion modeling, which aims to directly find
the opinions of multiple perspectives with respect to a
given topic and quantify their difference on the topic.

2. We propose a fully unsupervised topic model requir-
ing no labeled data for COM. The proposed model is
estimated by the Gibbs Sampling algorithm. The opin-
ions on any ad hoc query can be efficiently determined
based on the learned parameters.

3. Based on the proposed model, we define a diversity
metric of multiple perspectives on a given topic by
the Jensen-Shannon divergence among the individual
topic-opinion distributions.

4. We conduct an extensive set of experiments with both
qualitative and quantitative evaluations on two datasets
in the political domain: 1) statement records of U.S.
senators; 2) world news reports from three representa-
tive media in U.S., China and India, respectively.

2. RELATED WORK
Opinion mining and sentiment analysis have been exten-

sively studied in the recent years. For a general survey,
please refer to [24]. The early work focused on identifying
the polarity of opinions at the word level [9], at the sentence
level [13] and at the document level [25]. These methods do
not consider the dependence of opinions on topics.

In [11], topicality and polarity are first combined together
to form the notion of opinion retrieval, i.e., to find opin-
ionated documents about a given topic. One early rank-
ing formula is introduced in [6] as the cross entropy of top-
ics and sentiments under a generative model. In 2006, the
Text REtrieval Conference (TREC) introduced a Blog Track
with a major task of opinion retrieval [23]. An opinion
retrieval system is required to locate blog documents ex-
pressing opinions. The opinion retrieval task has been ap-
proached as a two-stage task: first, retrieving topically rele-
vant documents, and then reranking the documents by the

2http://en.wikipedia.org/wiki/Public health insurance option

opinion scores. One popular method to identify opinion-
ated content is by matching the documents with a senti-
ment word dictionary and calculating term frequency [38].
There are also some interesting work on modeling the topic
and sentiment of documents in a unified way [37]. The
task of opinion retrieval here is essentially a document re-
trieval process, without opinions directly returned in re-
sponse to a search request. Similar to the TREC effort,
NTCIR launched the Opinion Analysis Task [29] in 2007
with multilingual testbeds in Chinese, Japanese, and En-
glish. One subtask involves detection of opinionated sen-
tences and opinion fragments within opinionated sentences,
which is closer to our task while we directly target on opinion
words.

Another body of related research is around feature based
opinion mining which identifies opinions about the features
or attributes of a product instead of giving an overall evalu-
ation. The early representative work is the association rule
mining based method [10], and template extraction based
method [28]. However, these product opinion features are
highly dependent on the training data sets, and thus the
methods are not flexible to deal with ad hoc queries and top-
ics. The same problem is shared with [35]. Our work finds
the underlying topics (equivalent to features) automatically
through topic models and can be applied to ad hoc queries.

Latent Dirichlet Allocation (LDA) [2] is one of the ear-
liest topic models and many variants of LDA have been
proposed. Among them, the Correspondence Latent Dirich-
let Allocation (corrLDA) model [1] resembles our model in
spirit. However, corrLDA models the joint distribution of
images (with Gaussian distribution) and their annotations
(with multinomial distribution), while our model targets on
the generative process of opinions (with multinomial distri-
butions over both opinions and topic words). Furthermore,
our model differentiates the perspectives of documents. Sev-
eral topic models have been proposed for opinion mining.
Topic-Sentiment Model [22] calculates sentiment coverage
of documents by jointly modeling the mixture of topics and
sentiment predictions. Similarly, the Joint Sentiment Topic
model [16] is proposed and can directly predict the sentiment
orientation at the document level. Considering the hierarchy
structure between objects and their associated aspects, the
Multi-Grain Latent Dirichlet Allocation model [32] was pro-
posed to find ratable aspects from global topics. They later
proposed Multi-Aspect Sentiment model [31] which summa-
rizes sentiment texts by aggregating on each ratable aspects.
Recently, the Aspect and Sentiment Unification Model [12] is
proposed to model sentiments toward different aspects of an
entity. The major difference of all the above work from ours
is that the existing work does not retrieve opinion words on
ad hoc queries. In addition, they do not model contrastive
opinions and are not able to quantify the difference between
perspectives.

On the other hand, current opinion mining work mostly
focuses on mining product review data [5], because of the
wide availability of review data and their relatively obvious
sentiment orientations such as good, bad and so on. In this
paper, we move beyond the review data and target on the
political domain where merely identifying the opinion po-
larity is not sufficient. In the recent years, political data
are increasingly available to the public from a wide range of
sources such as political blogs, news media, user comments,



and the Open Government Data Initiative3. The emerg-
ing political data open new opportunities as well as unique
challenges for opinion mining and sentiment analysis, which
results in an increased interest in the area. For example,
in [30] and [4], they study the language and ideology issues
on congressional speeches by investigating the contributions
of words on ideology. In [34], topic models are proposed
to model the discussions in online political blogs and pre-
dicts responses to the blog posts. In [3], the opinion scoring
models are constructed to extract statements which best ex-
press opinionists’ standpoints on certain topics. In [18, 19],
statistical models are proposed to identify the political per-
spective of a document or a collection. All the above works
do not either generalize to ad hoc query topics nor model
contrastive opinions.

There are several studies conducted on comparing texts
or opinions. In [20], a system is presented for analyzing and
comparing consumer opinions of competing products. In
[15], a weakly-supervised bootstrapping method is proposed
to identify comparative questions and entities. A proba-
bilistic model for comparing text collections was previously
introduced in [36] for a problem called comparative text
mining. Given news articles from different sources (about
the same event), the model can extract what is common to
all the sources and what is unique to one specific source.
The model is extended in [26] to detect cultural differences
from people’s experiences in various countries. In [14] and
[27], they tackle the problem of contrastive summarization,
which jointly generates summaries for two entities in order
to highlight their differences. However, the above works do
not quantify the differences, which makes the differences not
measurable or comparable among multiple requests. More-
over, they cannot deal with ad hoc queries.

3. CROSS-PERSPECTIVE TOPIC MODEL
Latent Dirichlet Allocation (LDA) [2] is one of the most

popular topic models based upon the assumption that doc-
uments are mixture of topics, where a topic is a probability
distribution over words. LDA is a powerful tool for topic
modeling, but it is not well fitted for opinion modeling. A
topic in LDA not only contains the words that describe the
topic, but also the words that express the opinions about
the topic. In other words, LDA does not differentiate opin-
ion words from topic words, which makes both opinions and
topics obscure for opinion mining. The problem is even ex-
acerbated when opinions come from multiple different per-
spectives. In this case, a standard LDA will have severe
limitations because it does not directly model the opinions
and thus different opinions could be mixed together in the
same topics.

In this section, we introduce the Cross-Perspective Topic
(CPT) model for contrastive opinion modeling. This model
directly depicts how opinions are generated in the documents
of different perspectives. In CPT, the opinion generation
process is separated from the topic term generation process.
We assume that topics are expressed through noun words
in the documents, and opinions are conveyed through ad-
jective, verb and adverb words. Section 4.2 gives a detailed
description of how to extract the opinion words and topic
words from the documents.

The imaginary generative process of the opinions in a

3http://www.data.gov and http://data.gov.uk
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Figure 1: The plate notation of the Cross-
Perspective Topic model. The shaded nodes are ob-
served variables.

document is: a person first chooses a topic based on the
document, and then she selects a topic word based on the
topic. After choosing all the topic words in the document,
she selects a topic to express the opinions. The choice of the
topic for a opinion word is based on the actual frequency
of the topic occurring in the document. Under this topic,
she then selects a opinion word based on her perspective. In
this model, it is assumed that topics are shared among all
the documents, regardless the perspective of the document.
Therefore, the topic words are drawn from the shared topic-
word distribution. On the other hand, the opinions from
different perspective could be different. Thus, the opinion
words are drawn from the topic-opinion distribution condi-
tioned on the perspective. Specifically, the topic word w is
modeled by a shared LDA across perspectives. The opin-
ion word o is drawn conditioned on the topic x which is
uniformly sampled from the topics learned from the topic
words in document d. For simplicity of presentation, we only
consider two perspectives, but the model can be straightfor-
wardly generalized to more perspectives. The index of the
perspective is denoted by the superscript of the variable in-
stance (e.g., w1 is a topic word in perspective/collection C1).
The generative process in CPT can be described as follows.

1. Draw a perspective-independent multinomial topic word
distribution φ from Dirichlet(β) for each topic z

2. Draw a perspective-specific multinomial opinion word dis-
tribution φi

o from Dirichlet(βi
o) for each topic zi for the

perspective Ci

3. For each document d, choose a topic mixture θ from Dirichlet(α)

4. For each topic word w in d

(a) Draw a topic z from Multinomial(θ)

(b) Draw a word w from Multinomial(φ) conditional on z

5. For each opinion word o in d ∈ Ci,

(a) draw a topic xi from Uniform(zw1 , zw2 , ......, zwNt,d
)

(b) draw a opinion word oi from Multinomial(φi
o) condi-

tional on xi

The graphical model corresponding to this process is shown
in Figure 1 with the notations summarized in Table 1. The
dashed line from θ to z2 means that a document can only



come from a single perspective/collection (either C1 or C2

in this figure).

3.1 Parameter Estimation
The CPT model has four parameters to estimate: i.e., the

document-topic distribution θ, the topic-word distribution
φ, and the topic-opinion distributions φ1 and φ2. Several
methods have been developed for estimating the parame-
ters in LDA, such as Gibbs sampling [8] and variational EM
[2]. We employ Gibbs sampling in this paper, because it
is comparable in speed to other estimation methods and it
approximates a global maximum (whereas EM algorithms
may only converge to a local maximum).

Gibbs sampling is a type of Markov chain Monte Carlo
algorithm. In a Gibbs sampler, one iteratively samples new
assignments of hidden variables by drawing from the distri-
butions conditioned on the previous state of the model. In
the Gibbs Sampling procedure of CPT, additional Markov
chains are introduced for simulating the opinion generation.
We derive the Gibbs sampling equations for our model as fol-
lows. The major notations used in the following equations
are explained in Table 1.

• Sampling equation of the topic variable z for each topic
word wi:

p(zi = k|wi = v,z−i,w−i, α, β)

∝ nkd,−i + αPK
k=1 nkd,−i +Kα

× nvk + βPV
v=1 nvk + V β

• Sampling equation of the opinion topic variable x1 in the
perspective C1 (the similar equation can be derived for
C2):

p(x1
i = s|oi = r,x1

−i,o−i, β, βo)

∝ nrs,−i + β1
oPT

r=1 nrs,−i + Tβ1
o

× nsd

Nt,d

After a set of sampling processes based on the posterior dis-
tributions calculated with the above equations, we can es-
timate the four parameters for any single sample using the
following equations:

θkd =
nkd,−i + αPK

k=1 nkd,−i +Kα
, φvk =

nvk + βPV
v=1 nvk + V β

φ1
o,rs =

no,rs + β1
oPT

r=1 no,rs + Tβ1
o

, φ2
o,rs =

no,rs + β2
oPT

r=1 no,rs + Tβ2
o

3.2 Inference for Contrastive Opinion Model-
ing

The CPT model estimates soft associations between latent
topics and observed opinions across different perspectives.
These associations are the basis for a number of operations
relevant to opinion mining. In this subsection, we present
methods to tackle the contrastive opinion modeling problem
by utilizing the estimated parameters in the model.

As shown in Introduction, the ad hoc opinion search task
in COM is to present the most relevant opinion words to
users with respect to a given query topic (and a particular

Table 1: Notations in the Cross-Perspective Topic
model
d, v, r, Instance of a variable: d for document, v for
k, s topic word, r for opinion, k for topic of topic

word, s for topic of opinion word
D, K Number of documents and topics
V , T Size of topic word vocabulary and opinion

word vocabulary
w−i, z−i, The vector values of w, zi and oi on all the
o−i other dimensions except i
Nt,d Number of topic words in document d
No,d Number of opinion words in document d
nkd,−i Number of times topic k has occurred in

document d, except the current instance
nvk,−i Number of times word v is assigned to topic k,

without counting the current instance
nrs,−i Number of times opinion r is assigned to topic

s, without counting the current instance
nsd Number of times topic s occurs in document d
θ D ×K matrix for document-topic distribution
φ K × V matrix for topic-word distribution

φ1
o, φ2

o K × T matrices for topic-opinion distribution

perspective Ci). Based on the estimated CPT model, this
can be done by calculating a predictive likelihood p(o =
r|q, Ci) that the opinion word r could be generated by the
query q as follows:

p(o = r|q, Ci) =

KX
k=1

p(o = r|z = k)p(z = k|q)

=

KX
k=1

p(o = r|z = k)
p(q|z = k)p(z = k)

p(q)

∝
KX

k=1

φi
o,rkφqknk (1)

In the above derivation, the Bayes’ rule is used, p(q) is con-
stant for the same query, and the unconditional topic proba-
bility p(z = k) ∝ nk, where nk is the perspective-wide total
number of words associated with topic k. φi

o,rk and φqk are
topic-opinion distribution and topic-word distribution, re-
spectively, which are the parameters estimated in the CPT
training process. The opinion words are then ranked accord-
ing to the descending order of p(o = r|q, Ci) in response to
query q. Intuitively, Eqn. (1) is a weighted inner product
between two vectors that penalizes weak topics. Moreover,
it is worth noticing that φi

o,rk, φqk and nk are all computed
offline, which makes the opinion search process very efficient.

As discussed in Section 1, another important aspect of
contrastive opinion modeling is to quantify the difference
between different perspectives’ stance on the topic. In fact,
p(o = r|q, C1) provides the basis for accomplishing the task,
because p(o = r|q, C1) is essentially the probability that
perspective C1 uses the word r to express her opinions on
the issue q. The perspectives with similar opinions will have
similar p(o|q) and the perspectives with contrary opinions
will have very different p(o|q). Therefore, we can compare
the distributions of different perspectives, i.e., p(o|q, C1) vs
p(o|q, C2), to find out their difference.

A natural and well studied “distance” between distribu-



tions is the Kullback-Leibler (KL) divergence. However, the
KL-divergence suffers from two drawbacks: 1) it is not sym-
metric in its arguments and 2) it does not naturally general-
ize to measuring the divergence among more than two distri-
butions. We instead employ the related Jensen-Shannon di-
vergence [17]. Formally, we define a diversity metric between
multiple perspectives on a topic by the Jensen-Shannon di-
vergence. Given a set of query-opinion distributions {p(o1|q),
..., p(om|q)} from m perspectives, let p̄ be the average (cen-
troid) of these distributions. The Jensen-Shannon diver-
gence JS among these distributions is then defined as the
average of the KL-divergences of each distribution to this
average distribution as follows:

JS(C1, ..., Cm) =
1

m

mX
j=1

KL
“
p(oj |q)‖p̄

”
where

KL
“
p(oj |q)||p̄

”
=

TX
o=1

p(oj |q) log
p(oj |q)
p̄

p̄ =
1

m

mX
j=1

p(oj |q)

4. EXPERIMENTAL SETUP

4.1 Data Collections
We create two datasets for the evaluation of the proposed

model. The first dataset contains the statement records of
U.S. senators crawled from the Project Vote Smart4 website.
These statement records present the political stances of sen-
ators. The second dataset includes the international head-
line news published in New York Times5, Xinhua News6 and
The Hindu7 during the period of January 2009 - December
2010. The three news agencies are the influential media in
US, China, and India, respectively, and usually express rep-
resentative opinions for these three countries. These world
news are all in English and are reported around the same
period. The topics covered are thus expected to be largely
overlapped. Both datasets were automatically tokenized and
sentence split. Table 2 gives detailed statistics of the collec-
tions. Before applying the topic models we removed punc-
tuation and also removed stop words using the standard list
of stop words8 9.

The CPT model has four Dirichlet hyper parameters α, β,
β1 and β2. Previous research found that these hype param-
eters only affect the convergence of Gibbs sampling but not
much the output results [8]. We fix them to α = 50/K and
β = β1 = β2 = 0.02 according to [8] for all the experiments.

4.2 Opinion Word Extraction
We treat all the nouns in the documents as the topic

words. For the opinion words, we use the adjectives, verbs

4http://www.votesmart.org
5http://www.nytimes.com/pages/world
6http://www.xinhuanet.com/english2010/world
7http://www.thehindu.com/news/international
8http://ir.dcs.gla.ac.uk/resources/linguistic utils/stop words
9We removed the stop words after extracting the opin-

ion sentences in Section 4.2 because some stop words are
indicative opinion clues such as “should” and “must”

and adverbs that only appear in the opinion sentences, be-
cause these words are more likely to convey the opinions.
To judge whether a sentence expresses an opinion or not,
we choose the opinion clues as basic criteria. Opinion clues
are used in [7] to extract opinion sentences from blog pages
and are also used in [3] to extract statements which best ex-
press opinionists’ standpoints on certain topics. Following
these work, we use the rule-based method to define opin-
ion clues. More details can be found in [7, 3]. In addi-
tion, we also augment the opinion clues by adding their
synonyms through WordNet10 and those opinion words in-
cluded in MPQA Opinion Corpus11 [33]. To classify tokens
into nouns, adjectives, verbs and adverbs, we use the Part-
of-Speech tagging function provided by the MontyLingua
Python library12.

4.3 Research Questions
An extensive set of experiments are designed to address

the following questions of the proposed research:

• Can the CPT model effectively discover the shared top-
ics across multiple perspectives and accurately capture
the opinions expressed by different perspectives on the
topics? (Section 5.2)

• Can CPT have improved predictive performance over
other methods for opinion modeling? (Section 5.1.1)

• Can CPT effectively present opinion words for ad hoc
queries? (Section 5.1.2)

• Can the diversity metric derived from the learned model
parameters characterize the difference of multiple per-
spectives? (Section 5.2.1)

5. EXPERIMENTS
In this section we present both quantitative and qualita-

tive experiments on the two testbeds. For the quantitative
evaluation, we show that CPT performs substantially bet-
ter than the baseline methods. For the qualitative analysis
we show that the opinions inferred by CPT do accurately
correspond to their perspectives on the topics.

5.1 Quantitative Evaluation

5.1.1 Opinion Perplexity
In this experiment, we use perplexity as the criterion for

model evaluation. Perplexity is a quantitative measure for
comparing language models and is often used to compare
the predictive performance of topic models [8]. The value
of perplexity reflects the ability of a model to generalize to
unseen data. A lower perplexity score indicates better gen-
eralization performance. In our case, perplexity reflects the
ability of a model to predict opinion words for new unseen
documents. The perplexity is algebraically equivalent to the
inverse of the geometric mean of per-word (per-opinion word
in our case) likelihood. Formally, the perplexity for a set of
test documents Dtest is calculated as follows:

perplexity(Dtest) = exp−
P|Dtest|

d=1 log
`
p(od)

´P|Dtest|
d=1 No,d

(2)

10http://wordnet.princeton.edu
11http://www.cs.pitt.edu/mpqa/databaserelease
12http://web.media.mit.edu/hugo/montylingua/index.html



Table 2: Statistics of the Senate and News testbeds
Senate News

Republican Democrat Total NYT Xinhua Hindu Total
Number of documents 4,097 9,876 13,973 8,225 4,177 3,731 16,133
Number of sentences 137,688 285,804 423,492 219,766 48,111 57,513 325,390
Number of words 3,358,239 7,340,255 10,698,494 5,753,693 1,715,817 599,222 7,868,732
Number of topic words 697,003 1,546,911 2,243,914 1,185,518 396,464 125,804 1,707,786
Number of opinion words 768,367 347,709 1,116,076 573,560 200,546 158,176 932,282

Table 3: 20 ad hoc queries for each testbed
Senate News

immigration, Iraq war, abortion, healthcare, education, Dalai Lama, Kashmir, Wikileaks, nuclear weapon, iphone,
veteran, agriculture, censorship, drugs, taxes, stem cell, climate change, terrorism, Haiti earthquake, Iran, WTO,
minimum wage, trade, financial market, climate change, Xiaobo Liu, Islam, corruption, Google, energy, communist,
guns, death penalty, judges, prayer, affirmative action education, censorship, population control, globalization

where

p(od) =

No,dY
i=1

KX
k=1

p(oi|zi = k)p(zi = k|d) (3)

In the above equation od is the set of opinion words appear-
ing in the test document d. The probability p(oi|zi = k) is
learned from the training process, and p(zi = k|d) is inferred
from a Gibbs Sampling process on the test data based on the
parameters learned from training data. We randomly select
20% of the documents as a held-out test data and train the
model on the remaining 80%.

In topic models, we need to select the number of topics.
A range of 50 to 300 topics is typically used in the litera-
ture. 50 topics are often used for relatively small collections
and 300 for large collections. We test the perplexity of the
trained model on the test data for different topic numbers
K. Figure 2 shows the perplexities in five different settings
of K for the Senate dataset. We can see that in general
the perplexity scores for all the settings decrease over the
iterations. The algorithm tends to converge after about 100
iterations. Along the iterations, larger topic number usually
leads to smaller perplexity value, indicating a better predic-
tion performance. This is due to the fact that the increased
topic number reduces the uncertainty in training. The effect
of increase in topic number on perplexity value gets smaller
when the topic number gets larger. When the topic number
set to 160, the perplexity value increases. Therefore, we set
the topic number K = 120 which leads to a near-minimum
perplexity. The topic number selection process for the News
dataset is similar and the results are also shown in Figure 2.

In this subsection, we compare CPT with LDA and cor-
rLDA on the metric of perplexity. In the experiments, we
adapt corrLDA to opinion modeling by changing the Gaus-
sian distribution over image features to multinomial distri-
bution over topic words. The Gibbs sampling procedure
can be similarly derived. As discussed in Section 3, in LDA,
topic words and opinion words are mixed together and gen-
erated from a single distribution. Therefore, it is not an
appropriate comparison with CPT if we use p(o) in LDA to
calculate the perplexity (because

P
o p(o) < 1). Instead, we

train a LDA model only on the opinion words, which make
it use the same opinion word vocabulary with CPT.

Figure 3 plots the perplexity results for each model over
different topic numbers. The iteration numbers for both

models are set to 120. From the plots, we can see that CPT
achieves the minimum perplexity on both testbeds among
the three models. When the number of topics is small, CPT
and corrLDA yield similar performance. When K gets large,
the gap between CPT and corrLDA is generally widened.
These results may be explained by the fact that corrLDA
does not differentiate the perspectives of documents while
CPT does. In consequence, when finer granularity of top-
ics is present, CPT can yield better predicative performance
than corrLDA because opinions for a more focused topic are
generally more homogeneous. Furthermore, CPT and cor-
rLDA seem less affected by the topic number. In fact, CPT
and corrLDA shows consistent performance in a wide range
of topic numbers from 100 to 200. In addition, on both
datasets, LDA achieves its minimum with a smaller topic
number than CPT and corrLDA. This may be explained by
the fact the topics in LDA derived from the opinion words
while the topics in CPT and corrLDA come from the topic
words. There are more topic words than opinion words (as
shown in Table 2), which probably results in more hetero-
geneous topics in CPT and corrLDA.

5.1.2 Ad hoc Queries
In this subsection, we conduct quantitative experiments

to evaluate the retrieval performance of CPT on ad hoc
query topics. Table 3 shows the 20 ad hoc queries for each
testbed. These queries are chosen based on several knowl-
edge sources13 and they are perceived to have varied degree
of different stances among the perspectives. When selecting
these queries, we did not know what topics would be learned
from the model. For each query, the model returns a ranked
list of opinion words for each perspective. The results are
judged by two people who are familiar with the query top-
ics. A binary judgment (i.e. “relevant” or “not relevant”) is
made for each opinion word against the query topic. The
evaluation metrics are Precision at 5 (P@5), Precision at
10 (P@10) Precision at 20 (P@20), Mean Reciprocal Rank
(MRR), and normalized Discounted Cumulative Gain at 20
(nDCG@20).

In Table 4, we compare the models with and without ap-

13http://www.americanpolitics.com/030499dictionary.html
http://www.diffen.com/difference/Democrat vs Republican
http://www.cfr.org/india/india-china-united-states-
delicate-balance/p9962
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Figure 2: The perplexity results of the Cross-
Perspective Topic model on the two testbeds for six
different topic numbers K over the iterations. Top:
Senate dataset. Bottom: News dataset.

plying the opinion word extraction procedure presented in
Section 4.2. “FULL”represents the opinion words come from
the whole document. “OS”represents the opinion words only
come from the extracted opinion sentences. By comparing
“OS” with “FULL”, we can see quite a big positive impact
from our opinion word extraction method.

To compare CPT with other methods, we use LDA and
corrLDA as two baselines. Specifically, we train LDA and
corrLDA models on the whole collection of each perspec-
tive and then calculate p(w|q) in a similar way as shown in
Eqn. (1). Because the words in LDA contain both topic and
opinion words, we only focus on the opinion words and rank
them according to p(w|q). In addition, we design another
two retrieval based baselines for comparison as follows. For
each query topic, we retrieve 50 documents from each per-
spective by BM25 [21]. We then extract the opinion words
using the procedure in Section 4.2. For the first baseline
(“freq”), we rank the opinion words by frequency in each
perspective. For the second baseline (“mutual”), we rank
the opinion words by mutual information with respect to
each perspective. Mutual information measures how much
information (in the information-theoretic sense) an opinion
word contains about the perspective [21]. Table 5 presents
the comparison of the five methods.

From the table, we can see that CPT achieves the best
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Figure 3: The perplexity results of LDA, corrLDA
and CPT on the two testbeds. Left: Senate dataset
with topic number K=20, 40, 80, 120, 160 and 200.
Right: News dataset with topic number K=40, 80,
120, 140, 160 and 200

Table 4: Evaluation results of CPT with and without
extracting opinion sentences. Best results on each
testbed are highlighted. The †symbol indicates sta-
tistical significance (by two-tailed Student’s t-test)
of “FULL” against “OS” at 0.95 confidence interval.

P@5 P@10 P@20 MRR nDCG
Senate
FULL 0.835 0.786 0.688 0.911 0.773
OS 0.896† 0.824 0.727 0.952† 0.822†
News
FULL 0.764 0.745 0.639 0.875 0.714
OS 0.822† 0.782 0.674 0.901 0.768†

results on both testbeds in all the evaluation metrics. By
comparing CPT with the baselines, we can see that CPT
has substantial improvement especially on P@5, MRR and
nDCG@20, which indicates CPT is effective to return the
relevant results to the top of the list. corrLDA generates the
second best results after CPT, while there exists noticeable
gaps between these two methods. For the retrieval based
method, “mutual” generally yields better results than “freq”,
and “freq” yields similar performance than LDA on both
testbeds. Another observation is that the performance on
the News dataset is worse than on the Senate dataset. This
can be explained by the fact that Republican and Demo-
cratic senators usually have shared issues to discuss which
enables the models to learn more representative topics and
more logically connected opinions. In contrast, the news
coverage of the three news agencies could be more diverse.
This observation is also consistent with the perplexity re-
sults in Figure 3.

5.2 Qualitative Analysis
In this subsection, we show the discovered topics and

the corresponding opinions by the Cross-Perspective Topic
model. The model is trained on the whole collections with
the parameters chosen based on the experimental results in
Section 5.1.1. Table 6 contains a sample of topics and the
corresponding opinions on the Senate dataset. The top 5
words from the shared topic-word distribution p(w|z) and
the top 5 words from the topic-opinion distribution p(o|z)
are shown for each perspective. The coupling between p(w|z)
and p(o|z) can illustrate each perspective’s opinions o on the
topic z represented by the word w. By looking at the ta-



Table 6: A sample of topics and the corresponding opinions from Republican and Democratic parties. Shown
are the top 5 words from the shared topic-word distribution p(w|z) and the top 5 words from the topic-opinion
distribution p(o|z) for each party.

Republican Democrat
TOPIC 9

Word Prob. Opinion Prob. Opinion Prob.
immigration 0.1165 illegal 0.0370 comprehensive 0.0330

border 0.0761 alien 0.0362 legal 0.0275
reform 0.0415 secure 0.0317 fair 0.0251
security 0.0285 comprehensive 0.0290 undocumented 0.0204

visa 0.0277 enforce 0.0286 temporary 0.0202
TOPIC 26

insurance 0.1255 small 0.0344 uninsured 0.0393
health 0.1227 private 0.0198 federal 0.0281

coverage 0.0732 eligible 0.0181 affordable 0.0205
care 0.0394 responsible 0.0177 expand 0.0187

medicaid 0.0358 individual 0.0175 public 0.0185
TOPIC 39

Word Prob. Opinion Prob. Opinion Prob.
trade 0.1449 global 0.0195 domestic 0.0198

agreement 0.0604 developing 0.0190 unfair 0.0187
china 0.0331 unfair 0.0163 lost 0.0171

manufacturing 0.0255 manipulate 0.0161 fair 0.0169
world 0.0179 competitive 0.0160 environmental 0.0146
TOPIC 75

Word Prob. Opinion Prob. Opinion Prob.
iraq 0.1692 military 0.0296 military 0.0177
war 0.0614 supplemental 0.0156 failed 0.0164

security 0.0189 win 0.0151 end 0.0157
afghanistan 0.0171 critical 0.0147 change 0.0147

saddam 0.0170 secure 0.0147 withdraw 0.0145

Table 5: Comparison of CPT with other methods
for each testbed. Best results on each testbed are
highlighted. The †symbol indicates statistical sig-
nificance (by two-tailed Student’s t-test) of “CPT”
against “freq” at 0.95 confidence interval.

P@5 P@10 P@20 MRR nDCG
Senate
freq 0.818 0.769 0.672 0.875 0.771
mutual 0.832 0.788 0.685 0.896 0.778
LDA 0.812 0.764 0.672 0.882 0.759
corrLDA 0.859† 0.798 0.701 0.922† 0.802
CPT 0.896† 0.824† 0.727 0.952† 0.822†
News
freq 0.758 0.740 0.638 0.853 0.711
mutual 0.767 0.748 0.645 0.879 0.721
LDA 0.751 0.738 0.642 0.857 0.717
corrLDA 0.792 0.766 0.659 0.886† 0.730
CPT 0.822† 0.782 0.674 0.901† 0.768†

ble we can see some clear differences between Republicans
and Democrats. For example, in Topic 9 which is about im-
migration, Republican senators often used the words “ille-
gal aliens” while Democratic senators probably prefer to use
“undocumented” workers/immigrants. In fact, the choice of
words can reflect their stance on the issue14. In addition,
Republicans seem to emphasize more on the “secure” aspect
of the immigration reform while Democrats more on the “le-
gal” and “fair” aspect. In Topic 26 which is about health
insurance, “private” and “individual” vs “public” and “fed-
eral” probably indicates the two parties’ difference on the

14The term “illegal aliens” is considered offensive to some
Latinos: https://www.spj.org/quill issue.asp?ref=1745

role of government in this issue. Topic 39 is about the trade
with China and both parties seem to think it is“unfair”while
the other opinion words are different. In Topic 75 about Iraq
war, “win” vs “failed” and “supplemental” vs “withdraw” also
illustrate their different attitudes towards the war.

Table 7 presents a sample of topics and the corresponding
opinions from the News dataset. From the table, it is inter-
esting to see the media bias on the issues. For example, topic
40 is about 2010 Nobel Peace Prize laureate Liu Xiaobo (ac-
tually the 7th top word is “xiaobo” which is not shown in the
table). In this topic, we can clearly see the huge discrepancy
between New York Times (The Hindu) and Xinhua on this
issue. The difference is also manifested in Topic 54 which is
about Iran uranium enrichment. New York Times probably
reports more on potential “military” operations while Xin-
hua emphasizes on “peaceful”, “diplomatic” and “negotiate”
aspects. Hindu seems to have a middle ground perspective
between NYT and Xinhua. In Topic 68 which is about Kash-
mir in Pakistan, all the top 5 opinion words from the three
news agencies are different, which may indicate their differ-
ent views on this issue. In Topic 81 which is about China,
although “economic” is the top word in all the three perspec-
tives, the other opinion words clearly show their differences
especially between Xinhua and the other two media. For
example, the American and India media often use the word
“rising” while the Chinese media uses “developing”. This
can be explained by the fact that “China’s peaceful rise”
was replaced in Chinese government parlance from 2004 by
“China’s peaceful development”, to emphasize that China
poses no threat to the established order15.

5.2.1 Diversity Metric
15http://en.wikipedia.org/wiki/China’s peaceful rise



Table 7: A sample of topics and the corresponding opinions from the three media: New York Times in US,
Xinhua News in China and The Hindu in India. Shown are the top 5 words from the shared topic-word
distribution p(w|z) and the top 5 words from the topic-opinion distribution p(o|z) for each news agency.

New York Times Xinhua News The Hindu
TOPIC 40

WORD PROB. OPINION PROB. OPINION PROB. OPINION PROB.
peace 0.0573 dissident 0.0116 convicted 0.0163 jailed 0.0168
prize 0.0533 awarded 0.0101 arrogant 0.0114 dissident 0.0077
nobel 0.0425 democratic 0.0078 political 0.0092 criticised 0.0062

liu 0.0391 imprisoned 0.0068 interfere 0.0092 unaware 0.0062
committee 0.0281 pro-democracy 0.0049 internal 0.0085 imprisoned 0.0046

TOPIC 54
WORD PROB. OPINION PROB. OPINION PROB. OPINION PROB.

iran 0.2209 military 0.0765 peaceful 0.1065 diplomatic 0.0713
program 0.0391 impose 0.0623 diplomatic 0.0128 international 0.0496
tehran 0.0334 stop 0.0442 negotiate 0.0121 military 0.0367

uranium 0.0305 diplomatic 0.0307 civilian 0.0113 constructive 0.0299
ahmadinejad 0.0195 financial 0.0225 unilateral 0.0109 regional 0.0186

TOPIC 68
WORD PROB. OPINION PROB. OPINION PROB. OPINION PROB.
kashmir 0.0404 ethnic 0.0147 indian-controlled 0.0205 democratic 0.0275
pakistan 0.0388 killed 0.0147 moderate 0.0198 civil 0.0215

constitution 0.0222 disputed 0.0145 end 0.0162 insurgent 0.0201
violence 0.0193 peaceful 0.0145 infiltrate 0.0156 separate 0.0195
valley 0.0157 tibetan 0.0142 bilateral 0.0151 military 0.0184

TOPIC 81
WORD PROB. OPINION PROB. OPINION PROB. OPINION PROB.

china 0.2414 economic 0.1133 economic 0.1175 economic 0.1147
chinese 0.1063 state-run 0.0165 western 0.0520 communist 0.0193
beijing 0.0672 rising 0.0159 peaceful 0.0180 growing 0.0186

government 0.0213 manipulate 0.0156 positive 0.0171 rising 0.0180
currency 0.0109 controlled 0.0154 developing 0.0160 territorial 0.0179
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Figure 4: Quantitative differences between Repub-
lican senators and Democratic senators on 8 ad hoc
queries

In this subsection, we use the diversity metric based on the
Jensen-Shannon divergence (defined in Section 3.2) to quan-
tify the dissimilarities between different perspectives with
respect to various query topics. Due to space constraints,
we only present 8 queries for each testbed. These queries
are ad hoc as well, although some of them may correspond
to the conceptual topics learned from the model. Figure 4
shows the results for the Senate dataset. From Figure 4, we
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Figure 5: Quantitative differences among New York
Times, Xinhua News and The Hindu on 8 ad hoc
queries

can see that the Republic and Democratic parties have quite
different stances on the queries “immigration”, “Iraq war”,
“abortion” and “healthcare”. On the other hand, two par-
ties have quite similar stances on “censorship”, “agriculture”
and “veteran”. With respect to the query “education”, the
two parties have mild differences. These findings are con-
sistent with what are commonly perceived about the two
parties. Figure 5 shows the results for the News dataset.
Besides showing the Jensen-Shannon divergence among the



three news agencies (i.e., NYT vs Xinhua vs Hindu), we
also show the JS divergence between NYT and Xinhua, and
the divergence between NYT and Hindu. Overall, we can
see that the three agencies have very different opinions on
the queries “Dalai Lama”, “Kashmir”, and “nuclear weapon”.
They have quite similar opinions on “iphone”, “terrorism”
and “Haiti earthquake”, and have mild difference on “Wik-
ileaks”and“climate change”. By looking at the pair compar-
ison, we can see that some big JS divergences are caused by
pairwise difference. For example, NYT and Hindu actually
have similar opinions on “Dalai Lama”, while the JS diver-
gence of the three agencies on the topic is the largest. On
the other hand, on the query topic “nuclear weapon”, NYT
and Xihuna have more similar opinions. From Figure 5, we
can see that generally NYT and Hindu share more similar
stances on the issues while NYT and Xinhua hold more dif-
ferent opinions. From Figure 4 and Figure 5, we can easily
identify the controversial and consensual issues among dif-
ferent perspectives. They could be a visualization tool to
help reduce users’ cognitive efforts.

6. CONCLUSIONS AND FUTURE WORK
In this paper, we study a novel opining mining problem

referred to as contrastive opining modeling. The work re-
ported in this paper is just an initial step towards a promis-
ing new direction. There are many interesting future re-
search directions. It is worth exploring the applicability of
the CPT model to large-scale Web documents such as blogs
and reviews. It is also interesting to see the proposed model
to serve as a data mining tool for comparative research in
social science such as cross-culture, cross-religion, and cross-
country studies.
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