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ABSTRACT

Future Internet-of-Things (IoT) will be featured by ubiquitous and pervasive vision sensors that generate enor-
mous amount of streaming videos. The ability to analyze the big video data in a timely manner is essential
to delay-sensitive applications, such as autonomous vehicles and body-worn cameras for police forces. Due to
the limitation of computing power and storage capacity on local devices, the fog computing paradigm has been
developed in recent years to process big sensor data closer to the end users while it avoids the transmission delay
and huge uplink bandwidth requirements in cloud-based data analysis. In this work, we propose an edge-to-fog
computing framework for object detection from surveillance videos. Videos are captured locally at an edge device
and sent to fog nodes for color-assisted L1-subspace background modeling. The results are then sent back to
the edge device for data fusion and final object detection. Experimental studies demonstrate that the proposed
color-assisted background modeling offers more diversity than pure luminance based background modeling and
hence achieves higher object detection accuracy. Meanwhile, the proposed edge-to-fog paradigm leverages the
computing resources on multiple platforms.

Keywords: Big data, color video, edge-to-fog computing, Internet-of-things, L1-norm maximization, object
detection, subspace learning, video surveillance.

1. INTRODUCTION

Detecting moving objects from streaming videos is an important task for visual surveillance systems. To tackle
this problem, the usual approach is to model the background and perform background subtraction.1–3 A classical
background modeling scheme is through principal-component analysis (PCA).4,5 Since the background scene of
a surveillance video can be modeled as a low-rank component, PCA is able to find the low-rank subspace in
which the background scene lies. In recent years, the L1-norm PCA method6–8 has been developed as a robust
subspace learning method, and is successfully applied to the video background modeling problem.9–12 When
the captured video data have corruptions, L1-PCA estimates more accurate background scenes compared to
traditional L2-PCA methods.

As surveillance cameras become ubiquitous in the Internet-of-Things (IoT),13 the amount of video data in-
creases drastically, and processing these big data requires more computing resources. While cloud computing
offers abundant computation capability, it causes large transmission delay and requires huge uplink bandwidth.
For delay-sensitive tasks such as autonomous vehicles and body-worn cameras for police forces, the ability to
detect moving objects in a timely manner is essential. Hence, processing video data on the edge devices that cap-
ture these data is more preferable. The so-called edge computing paradigm thus becomes increasingly prevalent
in IoT applications ranging from face recognition to object detection and human action recognition.14 Never-
theless, an IoT edge device is often resource constrained and has limited processing power to run sophisticated
computer vision algorithms. Therefore, it is inevitable to trade off computational resources, frame rate, and
accuracy on this single edge device.

In contrast, fog computing seeks to address some of the issues that arise when using resource-constrained
edge devices in delay-sensitive scenarios. By offloading much of the computationally complex processing to
powerful, local machines, the system is able to take advantage of the high-accuracy provided by computationally
complex algorithms while engaging the low-latency provided by keeping computation on or near the edge.14 In
essence, the edge device in an edge-to-fog network does little to none of the computation, while the data from
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an edge device is transmitted to local servers referred to as “fog nodes” that take on most of the computational
load. By reducing the amount of computation done by the edge device itself, the edge device is free to capture
video at higher frame rate, while benefiting from more abundant resources offered by nearby fog devices. The
fog computing paradigm has been utilized in several computer vision tasks. For example, fog computing based
urban speeding traffic monitoring system that analyzes video streams captured by drones,15 and face recognition
systems using the mobile-cloudlet/fog-cloud architecture.16,17 Nevertheless, these fog computing frameworks
still have drawbacks, such as the limitation of a single fog node,15,18 and the dependence on a remote cloud.16,17

In this work, we propose an edge-to-fog computing paradigm to detect moving objects with low latency.
The edge device is able to capture images and split them into pieces that are transmitted to nearby servers for
multi-core, parallel processing. Since these larger machines have more memory and processing power, they are
able to receive images, process them, and send them back to the edge device in a timely manner. This edge-to-fog
computing process is faster than utilizing a single edge device to process the images, giving greater power to IoT
systems. On the other hand, because data communication is in the local area network, bottle-necking effects
and latency of transmission to a cloud server are reduced.

Existing L1-PCA method for background modeling is solely based on the luminance component of the video
sequences.9–12 To utilize the color information in the captured video sequence, we propose a pixel-wise L1-
subspace learning method in the red, green, and blue (RGB) color space. With the additional RGB components
of each image frame as opposed to a single luminance component, we have improved prediction accuracy for
moving object detection. Ultimately, we have optimized the speed and accuracy of moving-object detection to
meet the increasing demands of future IoT devices.

The rest of the paper is organized as follows. In Section 2, we introduce the proposed color-assisted L1-
subspace learning algorithm for surveillance video background modeling. In Section 3, we introduce the proposed
edge-to-fog computing paradigm. Section 4 presents experimental studies of our proposed system with a publicly
available, offline data set as well as real-time camera data. Finally, we draw conclusions and outline future
research opportunities in Section 5.

2. PROPOSED COLOR-ASSISTED L1-SUBSPACE LEARNING

The theoretical foundation of the proposed video analysis system is the recent advances in L1-norm principal-
component analysis (L1-PCA), or L1-subspace learning. L1-subspace learning is the procedure to calculate
robust principal components of the underlying data. In conventional PCA, for a collection of N D-dimensional
data samples X = [x1, · · · ,xN ] ∈ RD×N , a linear rank-r subspace can be found by SVD of the data matrix X,
or equivalently, L2-PCA of the following form

PL2
= arg max

P∈RD×r

PTP=Ir

‖XTP‖2, (1)

and the resulting columns in PL2
are named L2 principal components. These L2 principal components span a

rank-r subspace in which the representation error of the data samples is minimized. However, in the presence of
outliers in the data samples, the L2-subspace can severely deviate from the true rank-r subspace of the nominal
data, and the rank-r representation in this L2-subspace cannot faithfully characterize the nominal data.

In contrast, L1-PCA calculates PL1
∈ RD×r via L1-norm data projection maximization6,7, 19–21 in the fol-

lowing form, which pursues a robust subspace representation for the data matrix X,

PL1 : PL1
= arg max

P∈RD×r

PTP=Ir

‖XTP‖1. (2)

Since projecting all the data to a subspace deviated by the outliers is less likely to generate a larger projection
L1-norm than projecting the data to the correct low-rank subspace, the calculated L1-subspace PL1 is likely to
be closer to the correct subspace than L2-PCA calculated subspace. The r columns of PL1

are the so-called r
L1 principal components that describe the rank-r subspace in which X lies.
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In recent years, L1-subspace learning has been successfully applied to computer vision tasks such as video
surveillance and face recognition.9–12,22,23 In particular, the L1-subspace can be learned directly in compressed
domain for moving objection detection,9 and can also be updated in an online fashion for surveillance video
background modeling.10

Nevertheless, the methods aforementioned convert color videos to gray-scale components and process only
the gray-scale components for moving object detection. In this section, we propose to learn an L1-subspace
individually for each pixel in the original RGB color space to enhance the moving object detection accuracy.

Consider a color video sequence of T frames. Each frame has a resolution of m×n pixels. Let xi
t = [rit, g

i
t, b

i
t]
T

denote the ith pixel of the tth video frame, consisted of the red rit, green git and blue bit values, each within the
range [0, 255] and thus has 8-bit representation. The intensity values of the ith pixel across T frames are collected
and form a matrix

Xi = [xi
1,x

i
2, · · · ,xi

T ] ∈ R3×T . (3)

Then the rank-1 L1-PCA is applied to Xi to obtain the rank-1 L1-subspace for the ith pixel

pi = arg max
p∈R3

‖p‖2=1

‖pTXi‖1. (4)

This procedure is repeated for all pixels in the video frame, hence resulting in D L1-subspaces pi, i = 1, 2, · · · , D,
D = m× n.

To detect the moving object, for the i-th pixel xi
t, we first calculate its L2-distance to the corresponding RGB

L1-subspace pi:
dit = ‖xi

t − pipi Txi
t‖2, (5)

then compare dit to a predefined threshold η. If dit > η, the pixel is classified as the moving object, otherwise, it

is classified as the background. Hence a binary mask Mrgb
t ∈ {0, 1}m×n indicating the moving object pixels and

the background pixels can be formed for the tth frame, where the superscript “rgb” indicates the binary mask
is generated by processing the RGB color frame.

Besides, we also process the gray-scale video frames using a simple mean filter to estimate the background.
That is, the background of the ith pixel is estimated by the average of the luminance intensity values of that
pixel over T frames by

bi =
1

T

T∑
t=1

yit, (6)

where yit stands for the Y component (luminance component) of the ith pixel of the tth frame. For moving object
detection, we calculate the absolution difference between bi and yit by

Di
t = |yit − bi|. (7)

If Di
t is larger than a predefined threshold γ, then yit is classified as the moving object, otherwise, it is classified

as the background pixel. Hence, a second binary mask Mgray
t ∈ {0, 1}m×n can be formed for the tth frame, where

the superscript “gray” indicates the binary mask is generated by processing the gray-scale frame. Afterwards,
we take the union of the two binary masks Mrgb

t and Mgray
t to determine the final binary mask Mt ∈ {0, 1}m×n

for the tth frame.

3. PROPOSED EDGE-TO-FOG COMPUTING PARADIGM

In order to achieve low-latency analysis of video data for the purpose of efficient and effective moving-object
detection, the edge-to-fog computing paradigm is utilized in this research. As discussed in the introduction, a
simple edge computing infrastructure alone is not sufficient to accommodate the low-latency requirements of
this system. Because the device used to capture image data is resource constrained and has limited processing
power to run essential computer vision algorithms, a system consisting exclusively of the edge device would be
unable to process the camera data in time. Hence, a combination of edge and fog computing is proposed to
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achieve the combination of high-accuracy and low-latency that is prohibited by pure cloud computing or pure
edge computing.

The proposed edge-to-fog system combines the speed of local network processing found in edge systems with
the computational power of distributed computing by employing parallel processing and computational offloading
within a local network. The infrastructure of this system is found in Figure 1.

Figure 1: Edge-to-Fog Computing Architecture

The edge-to-fog network is based on a client-server architecture. The edge device streams video as the client
that offloads the RGB L1-subspace computation to the fog nodes. The edge device will capture the video
stream, divide the image into two sub-images, send each sub-image to their respective fog nodes for L1-subspace
processing within the RGB color space, generate binary masks of the sub-images. Parallel to the offloaded
processing of the RGB L1-subspace, the edge device will process the gray-scale component of the same frame
and create another object binary mask locally. The resulting binary mask of the sub-images from each fog node
will then be sent back to the edge device and reconstructed into the full mask. The binary masks generated by
processing the RGB frame and gray-scale frame will then be combined at the edge device, and the final detection
of the the moving object will be displayed.

By offloading the RGB L1-subspace computation to the fog nodes, the system will achieve low-latency video
data processing. Meanwhile, moving-object detection accuracy is improved by taking advantage of the color-
assisted L1-subspace background modeling.

4. EXPERIMENTAL STUDIES

4.1 Experiments on Offline Data Set

In this section, we evaluate the performance of our proposed color-assisted L1-subspace background modeling
algorithm on a publicly available offline data set: the Daniel video sequence. The moving object in this video
is a person walking back and forth. The first 10 frames of the video sequence is used to calculate the proposed
pixel-wise RGB L1-subspace followed by RGB background estimation. These frames are also used to estimate
the gray-scale background. Afterwards, the moving object binary mask is generated by combining the color
component detected mask and the gray-scale component detected mask. In Table 1, we compare the binary
mask detected by the proposed method and the existing gray-scale L1-PCA background modeling for two sample
frames of the video sequence. It’s observed that the proposed binary mask is much closer to the ground-truth
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Table 1: Detected binary masks of the Daniel sequence.

binary mask than that detected by the gray-scale L1-PCA method.9 To provide quantitative analysis, we also
calculate different accuracy metrics such as Recall, Precision, F1, and Similarity. Let’s denote the number of
true positives, false negatives, and false positives as tp, fn, and fp, respectively. Then Recall, also known as the
detection rate, is defined as

Recall ,
tp

tp + fn
. (8)

It calculates the percentage of the detected true foreground object pixels. Recall alone is not enough to compare
different methods and is generally used in conjunction with Precision, also known as positive prediction, that
gives the percentage of detected true positives as compared to the total number of foreground object pixels
detected by the method,

Precision ,
tp

tp + fp
. (9)

Moreover, we consider the F1 metric, also known as Figure of Merit or F -measure, that is the weighted harmonic
mean of Precision and Recall,

F1 ,
2 ∗ Recall ∗ Precision

Recall + Precision
. (10)

Such measure allows to obtain a single value that can be used to “rank” different methods. Finally, we consider
the pixel-based Similarity measure defined as

Similarity ,
tp

tp + fn + fp
. (11)

Since the proposed method utilize both color information and luminance information of the video data, it offers
much higher Recall, Similarity, and F1 scores for both sample frames compared to the existing gray-scale L1-PCA
method.
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4.2 Experiments on Real-time Camera Data

In this section, we carry out experiments on real-time camera data to evaluate the performance of the color-
assisted moving object detection algorithm on the proposed edge-to-fog computing paradigm. Two Intel Core
i7 laptops act as fog nodes that process the L1-subspace computation on the video data. A Raspberry Pi 3B+
with an iHome USB 2.0 webcam acts as the edge node to capture video frames, compress them, and send them
to the fog nodes. The Raspberry Pi represents the IoT device that produces large quantities of data. To route
our Internet traffic, we use a Netgear N300 WiFi router. The testbed used in this research is shown in Fig. 2.
Table 2 details the specifications of each of the hardware components.

System Specifications
CPU RAM OS

Fog Server 1 Intel i7 4720HQ @ 2.6 GHz 12 GB RAM Windows 10, 64 bit
Fog Server 2 Intel i7 5500U @ 2.4 GHz 8 GB RAM Windows 10, 64 bit
Raspberry Pi 3B+ ARM Cortex A53 @ 1.4 GHz 1 GB RAM Raspbian Stretch

Camera iHome IH-W312NP USB 2.0 Mylife Notebook Webcam
Router NETGEAR N300

Table 2: Specifications of equipment used in the proposed edge-to-fog computing platform.

Figure 2: The testbed of the proposed edge-to-fog computing platform.

Fig. 3 shows four sample frames taken by the camera at time slot t = 7, 10, 13, and 19, and the corresponding
binary masks for the moving objects detected by the three algorithms in comparison. By comparing the binary
masks of the RGB only (Fig. 3 (c)) and gray-scale only (Fig. 3 (d)) background estimations to the proposed
algorithm results (Fig. 3 (b)), it is evident that the proposed method is more accurate in identifying the objects in
the original frames (Fig. 3 (a)). As such, the proposed method that combines the RGB L1-subspace background
estimation with the gray-scale background estimation, we are able to achieve improved moving-object detection
through color-assistance that takes advantage of the pixel-wise L1-subspace learning.
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Figure 3: Sample frames of real-time camera data: (a) original frames; detected binary masks of (b) the proposed
color-assisted algorithm; (c) RGB only background estimation; and (d) gray-scale only background estimation.

Figure 4: Accumulated processing time of varying computing platforms.
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In addition, we measure the performance of various hardware configurations in executing the proposed algo-
rithm to demonstrate the effectiveness of our proposed edge-to-fog architecture in providing low-latency moving
object detection. Fig. 4 provides a measure of the accumulated processing time of three different computing
architectures for a fixed amount of video frames. The use of a pure edge architecture consisting of a single
Raspberry Pi proves to take the longest accumulated time to process 1000 frames. In turn, the use of a single
Raspberry Pi in conjunction with an i7 for server in an edge-to-fog network shows dramatic improvement in
accumulated processing time of 1000 images. By adding a second i7 fog server to this edge-to-fog network and
splitting each captured video frame into two sub-frames for processing, the accumulated processing time of 1000
frames further reduces, as demonstrated by the line with the most gradual slope in Fig. 4.

Based on the experimental results, the use of an edge-to-fog network is clearly most efficient in processing and
displaying the binary masks of the moving objects. By adding fog nodes to the architecture and splitting each
video frame into an equivalent number of sub-frames for processing, the speed of computation is improved. As
such, the edge-to-fog network is most effective for producing results in a timely manner on a local network. Based
on this data, the use of the edge-to-fog architecture allows for the accuracy of the color-assisted L1-subspace
algorithm to be combined with the speed of a local network, both of which are necessary for IoT applications of
low-latency moving object detection.

5. CONCLUSION

In this work, we have demonstrated the improvement of moving object detection through the use of the RGB
color-space in the L1-subspace algorithm. In our proposed algorithm, the combination of the RGB L1-subspace
background estimation with the gray-scale background estimation generates improved binary masks of the moving
objects. In addition, an edge-to-fog system was designed to accommodate the speed and accuracy demands of
IoT devices. Through the implementation of color-assisted moving object detection on an edge-to-fog paradigm,
our research provides a novel solution for low-latency, high-accuracy video processing systems required by ever-
advancing IoT technology.

In the future, the results of applying different color-spaces to the L1-subspace algorithm can be combined to
further improve the accuracy of video background modeling. In addition, the edge-to-fog computing paradigm
can be adapted to meet the low-latency demands of future IoT devices by adding fog nodes, introducing process
threading, increasing the computational power of the various nodes, and other architectural modifications. This
project provides a foundation for future advancements in the speed and accuracy of IoT video data processing by
demonstrating the improvement of moving object detection through the use of color-spaces and an edge-to-fog
computing architecture.
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