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Compressed-Sensed-Domain
L1-PCA Video Surveillance
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Abstract—We consider the problem of foreground and
background extraction from compressed-sensed (CS) surveillance
videos that are captured by a static CS camera. We propose, for the
first time in the literature, a principal component analysis (PCA)
approach that computes directly in the CS domain the low-rank
subspace of the background scene. Rather than computing the
conventional L2 -norm-based principal components, which are
simply the dominant left singular vectors of the CS-domain data
matrix, we compute the principal components under an L1 -norm
maximization criterion. The background scene is then obtained
by projecting the CS measurement vector onto the L1 principal
components followed by total-variation (TV) minimization image
recovery. The proposed L1 -norm procedure directly carries out
low-rank background representation without reconstructing
the video sequence and, at the same time, exhibits significant
robustness against outliers in CS measurements compared to
L2 -norm PCA. An adaptive CS-L1 -PCA method is also developed
for low-latency video surveillance. Extensive experimental studies
described in this paper illustrate and support the theoretical
developments.

Index Terms—Background and foreground extraction,
compressed sensing, compressive sampling, convex optimization,
feature extraction, L1 principle component analysis, singular value
decomposition, total-variation minimization, video surveillance.

I. INTRODUCTION

IN VIDEO surveillance, video signals are captured by cam-
eras and transmitted to a processing center where video

streams are monitored and analyzed for moving objects and/or
other anomalies. Since conventional video coding requires
high processing power, compressed-sensing (CS) based video
streaming is attracting significant interest to reduce the required
computational complexity and energy consumption. CS theory
deals with sub-Nyquist-rate sampling of sparse signals of inter-
est [1]–[3]. Rather than collecting an entire Nyquist ensemble
of signal samples, CS performs signal acquisition by a small
number of (random [3] or deterministic [4], for example) linear
measurements. Successful signal reconstruction relies on effec-
tive sparse signal representation and appropriate recovery algo-
rithms such as convex optimization [5], linear regression [6],

Manuscript received May 1, 2015; revised September 18, 2015; accepted De-
cember 14, 2015. Date of publication January 5, 2016; date of current version
February 18, 2016. This work was supported in part by the National Science
Foundation under Grant CNS-1117121 and Grant CNS-1422874. This paper
was presented in part at the SPIE DSS Sensing Technology and Applications
Conference, Baltimore, MD, USA, April 2015. The associate editor coordinat-
ing the review of this manuscript and approving it for publication was Prof.
Yap-Peng Tan.

The authors are with the Department of Electrical Engineering, State Uni-
versity of New York at Buffalo, Buffalo, NY 14260 USA (e-mail: yl72@
buffalo.edu; pados@buffalo.edu).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TMM.2016.2514848

[7], or greedy procedures [8]. Wireless video surveillance via
compressed sensing can capture and compress video signals si-
multaneously through simple linear operations, therefore highly
reducing data acquisition time and power consumption [9].

In video surveillance, of particular interest is the ability to
detect anomalies or moving objects that stand out from the
background. To tackle this problem, the usual approach is via
background subtraction. Basic non-statistical background mod-
eling methods estimate and update the background by running
average [10] or temporal median filtering [11] and classify a
new pixel as foreground if the distance between the estimated
background and the new pixel is above a predefined thresh-
old. Statistical approaches model each background pixel by a
probability density function (pdf) learned over a set of training
frames, such as running Gaussian average [12]. To account for
background containing animated textures (such as sea waves or
trees shaken by the wind), multimodel pdfs have been proposed,
for instance, the Gaussian mixture model (GMM) [13], [14] or
kernel density estimation (KDE) [15] that models the pdf of
a background pixel by the sum of Gaussian kernels centered
at the most recent n background values (with n in the order
of 100). A new pixel is then classified as foreground if its pdf
value falls below a threshold. Since each Gaussian kernel de-
scribes just one sample point, KDE has very high computational
complexity. Another method for multimodel pdf estimation is
mean-shift [16]–[18], which is an effective gradient-ascent tech-
nique able to detect the main modes of the true pdf directly from
the sample data. Due to its iterative nature, mean-shift also has
high computational complexity and is not immediately applica-
ble to modeling background pdfs at the pixel level. Sequential
KDE [19] reduces complexity by initializing the modes of the
background pdf with a mean-shift procedure and using mode
propagation to update the modes.

In addition to the above classical background subtraction
techniques, more sophisticated algorithms have been developed
in recent years for challenging video surveillance scenarios
[20]–[25]. In particular, the self-organizing background sub-
traction (SOBS) [20], multilayer codebook-based background
subtraction (MCBS) [22], and multibackground generation [23]
schemes are designed to accommodate dynamic scenes such
as moving backgrounds and gradual illumination variations.
Besides, algorithms developed in [24], [25] generate effective
background models for variable bit rate video-based traffic mon-
itoring systems.

Another line of research on background subtraction for
video surveillance is based on low-rank subspace approxima-
tion. In contrast to the aforementioned pixel-level background
modeling schemes, such schemes are block-level or image-level
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and extensively explore spatial correlations. The standard ap-
proach is L2-norm based principal component analysis (L2-
PCA), such as block-level one-dimensional PCA [26] or frame-
level two-directional two-dimensional PCA ((2D)2PCA) [27].
L2-PCA, in general, seeks a low-rank subspace to represent the
background scene, but is easily affected by moving objects in
the foreground scene, i.e., “outliers” that are numerically distant
from the background. The reason is that L2-PCA is calculated
based on squared-error metrics that can give highly exaggerated
values due to the squaring operation. In recent years, there has
been a growing interest in robust PCA methods to deal with the
problem of outliers in principal-component design [28]–[35].
In [28]–[31], subspace decomposition is performed under an
L1-error minimization criterion. In [32], non-negative matrix
factorization is performed via Manhattan distance minimization
(MahNMF), which aims at robustly estimating the low-rank
part and sparse part of a non-negative matrix in the presence of
outliers. The robust PCA method developed in [33] performs
low-rank background and sparse foreground decomposition by
minimizing a weighted sum of the nuclear-norm of the low-rank
component and the �1-norm of the sparse component. Such a
robust PCA idea is also adopted in DECOLOR [34], which in
addition uses Markov random-field (MRF) modeling to improve
the accuracy of detecting contiguous outliers. A CS version of
robust PCA (CS-RPCA) is developed in [35] for CS surveil-
lance videos, but offers good reconstruction quality only when
a large number of frames is available (introducing, therefore,
large latency to the decoding monitoring system). Overall, the
robustness of all aforementioned methods comes at high compu-
tational cost due to the employed convex optimization programs.

Recently, there has been a growing documented effort to cal-
culate robust subspace components by explicit L1 projection
maximization [36]–[38]. The resulting principal components
are called L1 principal components. The work in [36] presented
a suboptimal iterative algorithm for the computation of one L1
principal component and [37] presented an iterative algorithm
for suboptimal joint computation of d ≥ 1 L1 principal compo-
nents. In [38], for the first time in the literature, algorithms for
exact calculation of L1 principal components are developed.

While the algorithms for optimal L1-PCA in [38] find suc-
cessful applications in the original signal space, in this work
we propose for the first time a direct CS-measurement-domain
L1-PCA algorithm and apply the procedure to compressed-
sensed surveillance video processing. For a surveillance video
sequence, the low-rank property is preserved in the CS domain
if each frame of the video is captured by the same compressed-
sensing matrix. Hence, L1-PCA can be performed directly on
the collected CS measurement vectors. Since the CS measure-
ment vectors lie in a reduced dimensional space compared to the
original pixel-domain data, the computational complexity for
CS-L1-PCA is dramatically lower. In the experimental studies
that we present in this paper, we not only demonstrate that CS-
L1-PCA followed by regular CS image recovery can success-
fully extract the background scene from a surveillance video, but
also illustrate the advantages of CS-L1-PCA over CS-L2-PCA
when CS measurements are corrupted by outliers/faulty data.
Furthermore, we develop an adaptive method based on the pro-

posed CS-L1-PCA scheme which utilizes the most recently ex-
tracted background information to update the low-rank subspace
with only a few new frames, therefore enabling low-latency
video surveillance.

The remainder of this paper is organized as follows. In Sec-
tion II, we present our notation and establish the building blocks
of our proposed procedure; that is, exact computation of L1-PCs
and compressed-sensed image recovery based on total-variation
(TV) minimization. In Section III, the proposed CS-L1-PCA al-
gorithm is developed and the overall foreground and background
separation scheme is described in detail. Extensive experimental
results and performance analysis are presented in Section IV.
Finally, a few conclusions are drawn in Section V.

II. BUILDING BLOCKS OF PROPOSED ALGORITHM

A. Exact Computation of L1 Principal Components

Consider an observation data matrix X ∈ RD ×N that con-
sists of a low-rank component L ∈ RD ×N and a perturbation
matrix E ∈ RD ×N , i.e.

X = L + E. (1)

L2-PCA refers to the problem of seeking the best rank-d (d ≤
min{D,N}) representation of L by solving

PL2
1 : (RL2 ,SL2 ) = arg min

R ∈RD × d ,RT R=Id

S ∈RN × d

‖X − RST ‖2

(2)

which is equivalent to the L2 projection (energy) maximization
problem

PL2
2 : RL2 = arg max

R ∈RD × d

RT R=Id

‖XT R‖2 . (3)

The optimal RL2 solution (same in bothPL2
1 andPL2

2 ) is simply
the d dominant-singular-value left singular vectors of the data
matrix X.

When the perturbation matrix E may contain extreme outlier
values (faulty measurements in X), L1-PCA in the following
form pursues a more robust subspace representation of L than
L2-PCA

PL1 : RL1 = arg max
R ∈RD × d

RT R=Id

‖XT R‖1 . (4)

Indeed, in the presence of faulty measurements/outliers in
X,RL1 in (4) is likely to be closer to the correct true sub-
space than RL2 in (3). The d columns of RL1 in (4) are the
so-called d L1 principal components that describe the rank-d
subspace in which L lies. As shown in [38], exact calculation of
the L1 principal components in Problem PL1 can be recast as a
combinatorial problem. In short, when the rank of the nominal
signal is d = 1, Problem PL1 reduces to

PL1 : rL1 = arg max
r ∈RD

‖r‖2 =1

‖XT r‖1 (5)
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and we can rewrite PL1 as

max
r ∈RD

‖r‖2 =1

‖XT r‖1 = max
r ∈RD

‖r‖2 =1

max
b ∈{± 1}N

bT XT r (6)

= max
b ∈{± 1}N

max
r ∈RD

‖r‖2 =1

rT Xb (7)

= max
b ∈{± 1}N

‖Xb‖2 . (8)

The optimal solution for (8) can be obtained by exhaustive
search in the space of the binary antipodal vector b. Since
‖Xb‖2 = (bT XT Xb)1/2 = (−bT XT X(−b))1/2 , if b∗ is an
optimal solution, then −b∗ is also an optimal solution. Hence,
we can always set, the first, say, coordinate of b to b(1) = 1 and
the complexity for exhaustive search on the other N − 1 coor-
dinates of b is 2N −1 . Computation of ‖Xb‖2 needs DN mul-
tiplications, therefore the overall complexity for solving PL1 is
2N −1DN .

When the rank of the nominal signal is d > 1, the problem
PL1 can be solved by

max
R ∈RD × d

RT R=Id

‖XT R‖1 (9)

= max
R ∈RD × d

RT R=Id

max
B ∈{± 1}N × d

tr(RT XB) (10)

= max
B ∈{± 1}N × d

‖XB‖∗ (11)

where ‖ · ‖∗ stands for nuclear norm. By Proposition 4 of [38],
to find exactly the optimal L1-norm projection operator RL1 in
(4) we can perform the following steps:

1) solve (11) to obtain Bopt ;
2) perform singular value decomposition (SVD) on

XBopt = UΣVT ; and
3) return RL1 = U:,1:dVT .
The complexity of the above algorithm is dominated by Step

1, which includes the exhaustive search on the binary matrix
BN × d with complexity O(2N d) and SVD per iteration of com-
plexity O(min{D2d,Dd2}). Therefore, the overall complexity
for finding d L1 principal components via exhaustive search is
O(2N d min{D2d,Dd2}). For any fixed data dimension D, a
polynomial-time algorithm is developed in [38] to solve opti-
mally (11) with complexityO(N rank(X)d−d+1), rank(X) ≤ D.
In [39], a fast greedy approximation algorithm was proposed
to solve (11) with complexity O(min{ND2 , N 2D} + N 2(d +
2) + ND).

B. Compressed-Sensed Video Recovery via Total-Variation
(TV) Minimization

In this section, we briefly review video frame acquisition
by compressive sampling and recovery using sparse gradient
constraints (TV minimization). If we consider the tth frame
Xt ∈ Rm ×n of the video sequence and xt ∈ RD ,D = mn,
represents vectorization of Xt via column concatenation, then
CS measurements of Xt are collected in the form of

yt = Φxt , t = 1, 2, . . . (12)

with a linear measurement matrix ΦP ×D , P � D. Under the
assumption that images are mostly piece-wise smooth, it is nat-
ural to consider utilizing the sparsity of the spatial gradient of
Xt for CS frame reconstruction [5], [40]–[46]. If xt

i,j denotes
the pixel in the ith row and jth column of Xt , the horizontal
and vertical gradients at xt

i,j are defined, respectively, as

Dh ;ij [Xt ] =

{
xt

i,j+1 − xt
i,j , j < n

0, j = n

and

Dv ;ij [Xt ] =

{
xt

i+1,j − xt
i,j , i < m

0, i = m
.

The discrete spatial gradient ofXt at pixel xt
i,j can be interpreted

as the 2D vector

Dij [Xt ] =

(
Dh ;ij [Xt ]

Dv ;ij [Xt ]

)
(13)

and the anisotropic 2D-TV of Xt is simply the sum of the
magnitudes of this discrete gradient at every pixel

TV2D(xt) �
∑

ij

(|Dh ;ij [Xt ]| + |Dv ;ij [Xt ]|)

=
∑

ij

||Dij [Xt ]||�1 . (14)

To reconstruct Xt , we can solve the convex program

x̂t = arg min
xt

TV2D(xt) subject to yt = Φxt . (15)

However, in practical situations the measurement vector yt

may be corrupted by noise. Then, CS acquisition of xt can be
formulated as

yt = Φxt + nt (16)

where nt is the noise vector. To recover xt , we can use 2D-TV
minimization as in (15) and formulate the following uncon-
strained optimization problem

x̂t = arg min
xt

[μTV2D(xt) +
1
2
‖yt − Φxt‖2

�2
] (17)

where μ is a non-negative weight controlling the sparsity level.

III. CS-DOMAIN L1-PCA FOR COMPRESSED-SENSED

SURVEILLANCE VIDEO

A. CS Surveillance Video Acquisition

In this paper, we consider a practical CS surveillance video ac-
quisition system that performs pure, direct compressed sensing
of each video frame. In the simple compressive video encoding
block diagram shown in Fig. 1, each frame Xt of size m × n
is viewed as a vectorized column xt ∈ RD ,D = mn, where
t is the frame index. Compressive sampling is performed by
projecting xt onto a P × D (P < D) measurement matrix Φ

yt = Φxt , t = 1, 2, . . . (18)
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Fig. 1. Compressed-sensing (CS) video encoder.

where Φ is generated by randomly permuting the columns of an
order-k, k ≥ D and multiple-of-four, Walsh-Hadamard (WH)
matrix followed by arbitrary selection of P rows from the k
available WH rows (if k > D, only D arbitrary columns are
utilized). This class of WH measurement matrices has the ad-
vantage of easy implementation (antipodal ± 1 entries), fast
transformation, and satisfactory reconstruction performance as
we will see later on. A richer class of matrices can be found in
[47], [48]. For practical implementation, Φ is generated once
and fixed for all frames in the video sequence. The resulting
CS measurement vectors yt , t = 1, 2, . . ., are then transmitted
to the decoder.

B. L1-PCA for Background Extraction

We organize an ensemble of N CS measurement vectors
y1 ,y2 , . . . ,yN in matrix form Y � [y1 y2 . . . yN ] modeled
by

Y = ΦX + O (19)

= Φ(L + E) + O (20)

= YL + ΦE + O (21)

where X = [x1 x2 . . . xN ] is the matrix consisting of the N
corresponding video frames. If the utilized video frames are rel-
atively time-lapsed (non-successive) such that their foreground
scenes contain moving objects with low correlations, X can be
viewed as a sum of the low-rank background L and the sparse
moving objects E. Assuming that L is a rank-d matrix, the CS-
domain observed data matrix YL � ΦL is also of rank d and
represents the compressed-sensed background scene. To deal
in addition with the practical issue of possible faulty data, we
assume that the observed CS measurements may be corrupted
by outliers O due to acquisition failures. By applying L1-PCA
to Y, we extract a background-scene subspace basis

RL1 = arg max
R ∈RP × d

RT R=Id

‖YT R‖1 . (22)

The complexity of solving (22) is O(2N d min{P 2d, Pd2}) by
the exhaustive search algorithm and O(N rank(Y )d−d+1) by the
polynomial-time algorithm [38]. Compared to pixel-domain L1-
PCA computation described in (9), the complexity is signifi-
cantly reduced since the vector length is reduced from D to P
due to compressed sensing. By projecting the observed CS mea-
surements Y onto RL1 , we can obtain the compressed-sensed
low-rank component

ŶL1
L = RL1 R

T
L1

Y. (23)

Afterwards, the background scene can be reconstructed by per-
forming CS recovery on the columns of ŶL1

L , i.e., ŷL1
L,t , t =

1, 2, . . . , N . Here, we propose and use TV minimization

introduced in Section II of the following form:

�̂t = arg min
�t

μTV2D(�t) +
1
2
‖ŷL1

L,t − Φ�t‖2
2 . (24)

For comparison purposes, in parallel to the above develop-
ments, we introduce L2-norm based CS-domain PCA calcula-
tion (SVD) by

RL2 = arg max
R ∈RP × d

RT R=Id

‖YT R‖2 . (25)

Similar to (23), the background scene can be obtained by pro-
jecting Y onto the L2 principal components

ŶL2
L = RL2 R

T
L2

Y (26)

followed by TV minimization as in (24). Since L2-PCA is
sensitive to outlier values, the performance of CS-L2-PCA is
anticipated to be inferior to CS-L1-PCA in the presence of
faulty/corrupted data and sensitive to the selected rank value d.

C. Moving Objects Extraction

To extract the sparse moving objects in the foreground, we
perform frame-by-frame CS reconstruction in the form of

x̂t = arg min
x

[
μTV2D(x) +

1
2
‖yt − Φx‖2

2

]
. (27)

With the recovered video frames X̂ = [x̂1 x̂2 . . . x̂N ] ∈
RD ×N the sparse foreground can be recovered as

êt = x̂t − �̂t (28)

for t = 1, 2, . . . , N .

D. Adaptive CS-L1-PCA

To find an accurate CS-domain low-rank subspace represen-
tation of the background scene by solving (22) [or (25)], low
correlation among the moving objects across CS frames y1 to
yN is required. At the same time, low-latency video surveillance
requires background and foreground separation shortly after the
CS measurements are received. Therefore, at each time slot at
the monitoring decoder, the CS measurements of only a small
number of successive frames can be assumed available for pro-
cessing. In this case, a slowly moving object may not change
position significantly and thus may be captured as part of the
background. In this section, we introduce a method to improve
the accuracy of the calculated CS-domain low-rank background
subspace via recursive/adaptive CS-frame processing.

Assume that k background frames are already identified by
processing preceding frames. Their CS-domain representations
calculated by (22), (23) form a matrix defined by

ŶL1
L,pre � [ŷL1

L,1 ŷL1
L,2 · · · ŷL1

L,k ] ∈ RP × k . (29)

We then collect new CS measurements Y = [yk+1 yk+2
· · · yk+N ] ∈ RP ×N to form a current group of N frames
and solve the following combined problem:

RL1 ,adapt = arg max
R ∈RP × d

RT R=Id

‖[ŶL1
L,preY]T R‖1 . (30)
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TABLE I
COMPLEXITY ANALYSIS

CS-L1 -PCA CS-L2 -PCA

RL 1 by (22) O(2N d min{P 2 d, P d2 }) exhaustive search [38] or

RL 2 by (25) O(N r a n k (Y )d −d + 1 ) polynomial-time [38] or O(min{P 2 N, P N 2 })
O(min{N P 2 , N 2 P } + N 2 (d + 2) + N P ) “fast” [39]

ŶL 1
L by (23) O(2P N d) O(2P N d)

ŶL 2
L by (26)

�̂t by (24) O(4P mn × max iteration) O(4P mn × max iteration)

x̂t by (27)

Afterwards, the background scene can be reconstructed/updated
by projecting the columns of Y onto the adaptive L1 principal
components RL1 ,adapt of (30) followed by TV minimization
CS image recovery. Initially, RL1 ,adapt may be an inaccurate
approximation of the CS-domain low-rank subspace of the back-
ground. As the adaptation proceeds, RL1 ,adapt becomes a pro-
gressively better representation of the pursued subspace. Fur-
thermore, as the background changes, RL1 ,adapt follows the
changes accordingly. Hence, adaptive CS-L1-PCA as described
not only reduces latency, but also allows the computed subspace
to adapt quickly to changes in the video background.

E. Complexity Analysis

The CS-L1-PCA method described in Section III-B requires:
(i) Computation of the CS-domain L1 principal components
RL1 by (22); (ii) projection of the observed CS measurements
Y onto RL1 by (23); (iii) reconstruction of the background
frames from ŶL1

L via TV minimization by (24); and (iv) recov-
ery of the foreground by (27) and (28). For CS-L2-PCA, the
L2 principal components are computed by (25), followed by
similar steps as those for CS-L1-PCA. Detailed computational
complexity of every step is presented in Table I.1 The complex-
ity of the adaptive CS-L1-PCA algorithmic version described in
Section III-D is given by replacing in Table I N by N + k where
k represents the number of pre-processed preceding frames.

IV. EXPERIMENTAL RESULTS AND PERFORMANCE EVALUATION

In this section, we demonstrate the effectiveness of the
proposed algorithmic developments on a wide variety of test
surveillance sequences frequently used in the literature. Table II
lists the utilized sequences and describes their properties. The
sequences not only differ in object size and object number,
with both indoor and outdoor environments presented, but also
present well-known challenges for video surveillance systems,
including:

1) light changes (the background learning should adapt to
sudden illumination changes);

2) bootstrapping (background should be accurately extracted
even in the absence of a complete and free of moving
objects training set at the beginning of the sequence); and

1As a representative example of experimental relative computational time,
when CS-L1 -PCA and CS-L2 -PCA are executed on an Intel i5-2550K
3.40 GHz platform with input the PETS2001 video sequence (see Table II),
the expended time per frame is 1.805 sec and 1.741 sec, respectively.

TABLE II
VIDEO SEQUENCE BENCHMARKS

3) dynamic background (the moving objects should be cor-
rectly detected even when part of the background scene is
moving).

In the following, it is seen by qualitative and quantitative re-
sults that the proposed CS-L1-PCA approach can cope with the
above mentioned issues in background extraction and achieve
successful state-of-the-art moving object extraction in various
types of videos taken with static CS cameras.

A. Non-Adaptive CS-L1-PCA Background Extraction

We first perform experiments to illustrate and evaluate the
non-adaptive CS-L1-PCA background extraction approach de-
veloped in Sections III-A–C. We demonstrate that CS-L1-PCA
outperforms CS-L2-PCA in both absence and presence of CS
measurement outliers, therefore the L1-norm metric in (4), (22)
appears more appropriate than the L2-norm metric in (3), (25) in
identifying a low-rank subspace for background scene represen-
tation. In this manuscript, we include results for two of the test-
ing sequences, PETS2001 and Airport. For each video sequence,
N = 10 frames are selected to form a video volume. Each frame
is compressed-sensed independently using the same randomly
permutated partial Walsh-Hadamard matrix. The number of CS
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Fig. 2. PETS2001 sequence (clean CS measurements): CS-L1 -PCA recon-
structed background and moving objects (row (i) and (ii), respectively) and
CS-L2 -PCA reconstructed background and moving objects (row (iii) and (iv),
respectively) with d = 1, 2, or 3 principal components (columns (a), (b), and
(c), respectively).

Fig. 3. PETS2001 sequence (75% outliers in CS measurements of three ran-
domly selected frames): CS-L1 -PCA reconstructed background and moving
objects (row (i) and (ii), respectively) and CS-L2 -PCA reconstructed back-
ground and moving objects (row (iii) and (iv), respectively) with d = 1, 2, 3, 4,
or 5 principal components (columns (a), (b), (c), (d), and (e), respectively).

measurements per frame is 37.5% of the total number of pixels
in the video frame.

Figs. 2–5 display the extracted background scenes and fore-
ground moving objects for the two testing sequences. In par-
ticular, Fig. 2 displays results for the representative PETS2001
frame shown in Table II when the CS measurements do not
contain outliers. Rows (i) and (ii) are the results of CS-L1-
PCA2 background and foreground, respectively, extraction with

2For L1 -PCA calculation, the fast algorithm developed in [39] is adopted.

Fig. 4. Airport sequence (clean CS measurements): CS-L1 -PCA recon-
structed background and moving objects (row (i) and (ii), respectively) and
CS-L2 -PCA reconstructed background and moving objects (row (iii) and (iv),
respectively) with d = 1, 2, or 3 principal components (columns (a), (b), and
(c), respectively).

Fig. 5. Airport sequence (50% outliers in CS measurements of three randomly
selected frames): CS-L1 -PCA reconstructed background and moving objects
(row (i) and (ii), respectively) and CS-L2 -PCA reconstructed background and
moving objects (row (iii) and (iv), respectively) with d = 1, 2, 3, 4, or 5 prin-
cipal components (columns (a), (b), (c), (d), and (e), respectively).

d = 1, 2, and 3 principal components (columns (a), (b), and
(c), correspondingly). Rows (iii) and (iv) repeat the study for
CS-L2-PCA. It is observed that in the absence of outliers, both
CS-L1-PCA and CS-L2-PCA correctly extract the background
and the moving objects with one principal component (d = 1).
When d increases (rank mismatch), CS-L1-PCA maintains su-
perior performance, while CS-L2-PCA rapidly deteriorates.

Fig. 3 repeats the study of Fig. 2 for the same data set with
corrupted CS measurements. In the experiment, 75% of the CS
measurements of three randomly selected frames are corrupted
by outliers.3 The presence of outliers in three frames modifies/

3 If the ith CS measurement of the tth frame, yt (i), is selected to be corrupted
by an outlier, then in the experiments yt (i) is replaced by −3.5 max

1≤t≤N
|yt (i)|.
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increases the effective SVD rank of the background from d = 1
to 4. Naturally, when we use d = 1, both L1- and L2 -PCA cannot
recover the background/foreground scenes. When d ≥ 2, L1 -
PCA shows remarkable resistance to outliers and recovers the
background and the moving objects well with L1 rank choice
d = 2 or above (d = 3, 4, or 5). On the other hand, L2-PCA
needs specifically d = 4 principal components (number of cor-
rupted frames plus one) to recover the low-rank outlier corrupted
background scene and its performance decreases quickly when
d > 4.

For increased credibility of the study, a similar experiment is
performed on the Airport sequence (Figs. 4 and 5). In Fig. 5, 50%
of the CS measurements of three randomly selected frames are
corrupted by outliers as in the study of Fig. 3. Similar conclusion
to the studies of Figs. 2 and 3 can be drawn. CS-L1-PCA offers
superior robustness in rank selection and background/moving
objects extraction in both clean and outlier corrupted video
sequences.

B. Adaptive CS-L1-PCA Background Extraction

Next, we compare the adaptive CS-L1-PCA background ex-
traction scheme developed in Section III.D with non-adaptive
CS-L1-PCA and three state-of-the-art video surveillance proce-
dure from the literature (MahNMF [32], DECOLOR [34], and
CS-RPCA [35] ).

For each test sequence in Table II, we initialize the adap-
tive CS-L1-PCA process with the first N0 = 20 compressively
sensed frames. The most recent k ≤ N0 = 20 extracted CS-
domain background representations are grouped to form the
matrix ŶL1

L,pre ∈ RP × k in (29). Then, new CS measurements
are collected over the next N = 5 successive frames, with two of
them corrupted by outlier values as in Figs. 3 and 5. We append
the new five CS frames to ŶL1

L,pre and solve (30) to obtain the
new principal components RL1 ,adapt ; (23) and (24) are solved to
update the background/foreground scenes. We continue, subse-
quently, the process with a “sliding-forward window” of N = 5
successive frames (again two of them always corrupted by out-
lier values).

Fig. 6 displays the background and foreground extracted at
multiple distinct time slots t = 27, 30, 39, 43, 47 of PETS2001
with d = 2 principal components by non-adaptive CS-L1-PCA
[rows (ii) and (iii)], adaptive CS-L1-PCA with k = 5 [rows (iv)
and (v)], and adaptive CS-L1-PCA with k = 15 [rows (vi) and
(vii)]. It is observed that the adaptive methods (k = 5, 15) gen-
erate better background and foreground scenes compared to the
non-adaptive method. Since PETS2001 is a relatively easy se-
quence with static background, small object number and size,
and somewhat low correlation among consecutive frames, adap-
tive CS-L1-PCA methods with k = 5 and k = 15 have similar
performance [rows (iv)–(vii)]. However, when applied to chal-
lenging sequences, adaptive CS-L1-PCA with a higher k value
shows appealing performance improvement compared to that
with a small k value as seen in Figs. 7–10. Specifically, Fig. 7
shows the results for the Airport sequence that contains multiple
moving objects and requires “bootstrapping”, i.e., object-free
frames are unavailable at the beginning of the sequence to train

Fig. 6. PETS2001 sequence: original frame [row (i)] of time slot t =
27, 30, 39, 43, and 47; non-adaptive CS-L1 -PCA reconstructed background
and moving objects [rows (ii) and (iii)]; adaptive CS-L1 -PCA reconstructed
background and moving objects k = 5 [rows (iv) and (v)]; adaptive CS-L1 -
PCA reconstructed background and moving objects k = 15 [rows (vi)
and (vii)].

Fig. 7. Airport sequence: original frame [row (i)] of time slot t =
33, 36, 43, 51, and 61; non-adaptive CS-L1 -PCA reconstructed background
and moving objects [rows (ii) and (iii)]; adaptive CS-L1 -PCA reconstructed
background and moving objects k = 5 [rows (iv) and (v)]; adaptive CS-L1 -
PCA reconstructed background and moving objects k = 15 [rows (vi)
and (vii)].
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Fig. 8. Daniel_light sequence: original frame [row (i)] of time slot t =
26, 30, 43, 48, and 93; non-adaptive CS-L1 -PCA reconstructed background
and moving objects [rows (ii) and (iii)]; adaptive CS-L1 -PCA reconstructed
background and moving objects k = 5 [rows (iv) and (v)]; adaptive CS-L1 -
PCA reconstructed background and moving objects k = 15 [rows (vi)
and (vii)].

Fig. 9. WaterSurface sequence: original frame [row (i)] of time slot t =
38, 41, 43, 51, and 55; non-adaptive CS-L1 -PCA reconstructed background
and moving objects [rows (ii) and (iii)]; adaptive CS-L1 -PCA reconstructed
background and moving objects k = 5 [rows (iv) and (v)]; adaptive CS-L1 -
PCA reconstructed background and moving objects k = 15 [rows (vi)
and (vii)].

Fig. 10. Fountain sequence: Original frame [row (i)] of time slot t =
23, 28, 30, 35, and 38; non-adaptive CS-L1 -PCA reconstructed background
and moving objects [rows (ii) and (iii)]; adaptive CS-L1 -PCA reconstructed
background and moving objects k = 5 [rows (iv) and (v)]; adaptive CS-L1 -
PCA reconstructed background and moving objects k = 15 [rows (vi)
and (vii)].

the low-rank background subspace. Fig. 8 tests the algorithm on
the Daniel light sequence with sudden illumination change due
to light switching. Fig. 9 shows the results on the WaterSurface
sequence with a slow moving person and dynamic background.
Fig. 10 is the Fountain sequence with multiple moving objects,
as well as dynamic background. For all these challenging se-
quences, the proposed adaptive CS-L1-PCA method performs
significantly better than its non-adaptive counterpart, in that the
“ghost” phenomena in the extracted background scenes are ef-
fectively removed or mitigated. Performance is improving as we
move on from k = 5 to k = 15.

For increased credibility of our experimental studies and con-
clusions, we also carry out quantitative analysis. Binary masks of
three sample frames are generated for each of the five sequences
by thresholding the adaptive CS-L1-PCA extracted foreground
images and different accuracy metrics are calculated such as
Recall, Precision, F1 , and Similarity ([20] and [21]–[25]) using
the generated binary masks and ground truth (Tables III–VII).
Recall, also known as detection rate, gives the percentage of
detected true positives (detected true foreground object pixels)
as compared to the total number of true positives in the ground
truth

Recall � tp

tp + fn
(31)

where tp is the total number of true positives, fn is the total
number of false negatives, and (tp + fn) indicates the total
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TABLE III
BINARY OBJECT MASKS AND ACCURACY METRICS FOR PETS2001

number of foreground object pixels present in the ground truth.
Recall alone is not enough to compare different methods and
is generally used in conjunction with Precision, also known as
positive prediction, that gives the percentage of detected true
positives as compared to the total number of foreground object
pixels detected by the method

Precision � tp

tp + fp
. (32)

Here, fp is the total number of false positives and (tp + fp)
indicates the total number of detected foreground pixels. More-
over, we consider the F1 metric, also known as Figure of Merit
or F -measure, that is the weighted harmonic mean of Precision
and Recall

F1 � 2 ∗ Recall ∗ Precision
Recall + Precision

. (33)

TABLE IV
BINARY OBJECT MASKS AND ACCURACY METRICS FOR Airport

Such measure allows to obtain a single value that can be used to
“rank” different methods. Finally, we consider the pixel-based
Similarity measure defined as

Similarity � tp

tp + fn + fp
. (34)

We compare these quantitative metrics for the proposed adap-
tive CS-L1-PCA algorithm (k = 15) with three state-of-the-art
approaches, MahNMF [32], DECOLOR [34], and CS-RPCA
[35]. To implement MahNMF [32] and DECOLOR [34] which
are pixel-domain methods, we first obtain the pixel-domain re-
construction of each frame from its CS measurements by (27).
Then, both algorithms are applied to each group of twenty
recovered non-corrupted frames. The binary foreground ob-
ject masks and accuracy metrics are shown in Tables III–VII.
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TABLE V
BINARY OBJECT MASKS AND ACCURACY METRICS FOR Daniel_Light

Because DECOLOR models the continuity prior of the sparse
foreground objects, it can offer higher Recall values compared
to adaptive CS-L1-PCA for certain frames. However, it sacri-
fices in Precision. On average, MahNMF has higher Precision
than DECOLOR, but due to lack of adaptivity it performs poorly
for highly correlated frames, such as WaterSurface in which the
object is moving slowly across frames. In addition, the pixel-
domain iterative matrix factorization in MahNMF leads to the
highest computation time among all schemes in comparison. To
place our comparison studies in a broader context, we also con-
trast our findings against traditional low-rank and sparse ma-
trix decomposition for compressed-sensed surveillance video
processing, i.e., CS-RPCA in [35]. Since CS-RPCA cannot ac-
commodate outliers in CS measurements, we apply CS-RPCA
to non-corrupted CS measurements of the same set of video
frames studied for the other three approaches. The results show
that the detected foreground objects have many false negatives

TABLE VI
BINARY OBJECT MASKS AND ACCURACY METRICS FOR WaterSurface

even when all CS measurements are received correctly. The rea-
son is that convex-optimization-based foreground/background
scene recovery relies on a clear, strong low-rank structure across
the compressed-sensed data, which is not satisfied when only
a moderate number of frames is considered (twenty frames in
our experiment). Indeed in [35], 100 frames are considered for
successful low-rank background scene recovery from the CS
measurements.

For all five sequences, among all methods in the compari-
son the proposed adaptive CS-L1-PCA procedure achieves the
highest average F1 and Similarity value (which are considered
as most comprehensive accuracy measures). In addition, the
gray-scale foreground scenes extracted by adaptive CS-L1-PCA
(row (ii) in Tables III–VII) impressively display object details
for visually recognizing the moving objects. To supplement the
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TABLE VII
BINARY OBJECT MASKS AND ACCURACY METRICS FOR Fountain

experimental studies, we provide sample videos of the detected
Airport and WaterSurface foreground objects in gray-scale for-
mat alongside the corresponding original video sequences. The
video streams clearly demonstrate the performance superiority
of the proposed adaptive CS-L1-PCA procedure against Mah-
NMF [32], DECOLOR [34], and CS-RPCA [35]. For each se-
quence, it is observed that the proposed method detects well and
consistently over time the foreground objects, while the other
three methods have fluctuating performance and may even miss
the entire object in certain frames. Finally, the receiver operat-
ing characteristic (ROC) and area under curve (AUC) metrics
[49] are provided for the Airport and WaterSurface sequences
in Fig. 11. We compare the ROC and AUC metrics of three
schemes, adaptive CS-L1-PCA (k = 15), non-adaptive CS-L1-
PCA (k = 0), and MahNMF [32]. The results show that the

Fig. 11. ROC curves and AUC values of (a) sample frame 3 in Table IV for
the Airport sequence and (b) sample frame 1 in Table VI for the WaterSurface
sequence.

proposed adaptive CS-L1-PCA (k = 15) procedure provides
the highest AUC value for both sequences.4

V. CONCLUSION

We proposed a compressed-sensing-domain L1-norm
maximization principal-component-analysis scheme for
compressed-sensed surveillance video processing. The al-
gorithm computes a low-rank subspace via L1-PCA to
represent the background scene directly in the CS domain
and enjoys significantly lower computational complexity
than pixel-domain L1-PCA. Background reconstruction is
then performed by projecting the CS measurement vectors
onto the L1 principal components followed by regular CS
image recovery (for example, total-variation minimization).
Experiments demonstrate that (i) the CS-L1-PCA algorithm
performs better than L2-norm based CS domain PCA when
the CS measurements are corrupted by outliers and (ii) even
in clean CS data operation, CS-L1-PCA offers exceptional
performance and robustness in background subspace-rank
selection compared to CS-L2-PCA. An adaptive CS-L1-PCA
method is developed as well for low-latency video surveillance
in which previous extracted background frames are utilized
to more effectively update the background subspace for new
frames. Experiments show that the adaptive CS-L1-PCA per-
forms better than its non-adaptive counterpart especially when
the number of involved previous background frames increases.
Finally, qualitative and quantitative results demonstrate the
effectiveness of the adaptive CS-L1-PCA method for different
type of surveillance videos compared to state-of-the-art surveil-
lance video systems in the literature. In the context of future
research, more advanced algorithms may be developed under
the CS-L1-PCA framework to deal with challenges in video
surveillance such as detecting moving objects with static parts,
removing shadows cast by objects to more accurately describe
the object shape, and addressing the camouflage problem.

4Since the operating points at high false positive rates (FPR) are unavailable
for the DECOLOR [34] and CS-RPCA [35] algorithms, we do not compare the
ROC and AUC metrics of those two methods.
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