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Abstract—Compressed sensing (CS) is the theory and practice of sub-Nyquist sampling of sparse signals of interest. Exact reconstruction may then be possible with much fewer than the Nyquist-required number of data. In this paper, we consider a multiview video system in which multiple cameras at different locations perform independent CS to simultaneously capture different views of a scene. At the decoder, we propose a disparity- and motion-compensated total variation minimization algorithm to jointly reconstruct the multiview video sequence. The experimental results show that the proposed joint reconstruction algorithm successfully exploits simultaneously intra-frame, inter-frame, and inter-view sparsity and significantly outperforms existing independent-view reconstruction, residue-view reconstruction, and motion-adaptive reconstruction algorithms.
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I. INTRODUCTION

MULTIVIEW video refers to video sequences of the same dynamic 3D scene captured simultaneously by multiple cameras from different viewpoints [1]. Together with new display technologies such as autostereoscopic displays and free viewpoint television [2], [3], the audience can experience a 3D depth impression of the observed scene or freely navigate within real-world visual scenes.

Compared with traditional monoview video systems, multiview video systems impose much higher storage and transmission cost due to the large amount of generated raw data. While joint predictive coding of data across camera nodes can be adopted [4]–[6], this approach is not suitable for prevalent wireless multimedia sensor network (WMSN)-enabled applications [7] (for example, security surveillance, object tracking, environmental monitoring, and industrial process control). In a typical WMSN, battery-powered miniature video cameras acquire video data in a distributed manner and forward to a multimedia sink (gateway) in a multihop fashion. Due to energy and memory constraints, the computational task at each camera sensor is expected to be simple. At the same time, performing joint-view predictive coding at the remote multimedia sink requires that all camera sensors in the network transmit wirelessly the captured raw uncompressed video data to the sink, which is arguably infeasible. Furthermore, predictive video encoding at the sink increases the impact of channel errors [7], [8] on the sink-to-consumer wireless link. In particular, when predictive coding is in use for scalable multiview video streaming [9], such as video conferencing, distance learning, remote presentation, and video-on-demand, video data are encoded in ordered layers. Loss of a lower layer in transmission renders higher layer data useless.

Recently, inspired by distributed source coding principles [10], [11] and compressed sensing (CS) [12]–[15], CS-based multiview video systems were proposed [16], [17], in which each camera independently captures and compresses one view of the same scene by taking a small number of (random [14] or deterministic [18]) linear measurements. High-quality reconstruction of the multiview video is achievable by sparsity-aware joint-view decoding at the receiver. The CS scheme integrates video acquisition and compression into a single step in the form of “compressive samples” [15] or measurements, which means practically zero computation at each camera node. At the same time, video source information is distributed among CS measurements of equal significance, and therefore, no single measurement is more important than others. Reconstruction of video requires a certain number of measurements to be available, but it does not require the availability of any particular measurement. In this sense, a measurement lost in transmission can simply be replaced by any other measurement. Furthermore, if the measurements of the video are transmitted by broadcast or multicast, a receiver in a higher capacity channel will have more measurements available and hence can reconstruct video of higher quality than a receiver in a lower capacity channel. These properties motivate multiview video coding using compressive sampling as a technology that is inherently energy efficient, error resilient, and scalable in channel capacity. In this paper, we consider a distributed CS multiview video encoder and aim at developing an effective sparsity-aware decoder to recover the multiview video data from the CS measurements. As the video data originate from the same
scene, the inherent correlation of the multiview imagery can be exploited for sparse representation from three aspects: intra-frame correlation between adjacent pixels, inter-frame correlation between temporally successive images, and inter-view correlation between adjacent camera views. For the first time in the literature, we propose a joint decoder that exploits these three types of correlation simultaneously.

In our approach, all frames of all views are jointly recovered from independent compressive samples via disparity- and motion-compensated (DMC) total variation (TV) minimization. Initially, each frame of each view is reconstructed individually via two-dimensional TV (2D-TV) minimization. A group of disparity maps is then calculated for all the views at each time slot from the initial reconstructions and a DC prediction model is created in which each view is predicted by its neighbor view(s). Similarly, a set of motion fields is estimated for all frames at each view captured by a single camera and an MC prediction model is established in which each frame is predicted by its temporally adjacent frame(s). In the joint reconstruction stage, all frames of all views are recovered simultaneously using three sparsity penalty terms: 1) the original pixel-domain 2D-TV; 2) 2D-TV of the DC inter-view residue; and 3) 2D-TV of the MC temporal residue. The disparity- and motion-adaptation stage then iterates between disparity-estimation (DE), motion estimation (ME), and DMC TV minimization until no significant performance improvement can be further achieved. The contributions of our work lie in three aspects. First, we consider for the first time in the literature the joint reconstruction of compressed-sensed 4D multiview video data by simultaneously exploiting its intrinsic sparsity along all different dimensions. Second, we provide a practical algorithm to solve the formulated optimization problem. Specifically, we formulate the problem as minimizing an augmented Lagrangian function and solve via the alternating direction method of multipliers (ADMM) [19]–[21]. Finally, we successfully apply the new algorithm to benchmark multiview video sequence recovery. Extensive experimental results presented in this paper demonstrate the superiority of the proposed algorithm to state-of-the-art approaches.

The remainder of this paper is organized as follows. Section II is an overview of the related works on compressed-sensed image and video reconstruction, including multiview scenarios. In Section III, our simple distributed CS multiview video encoder system is described. In Section IV, three types of CS multiview video sparsity are introduced as the basis of the proposed decoder. In Section V, the proposed DMC joint TV minimization decoder is developed with a detailed description of the augmented Lagrangian method (ALM) with ADMM for solving the formulated optimization problem. The experimental results and performance analysis are presented in Section VI. Finally, a few conclusions are drawn in Section VII.

II. RELATED WORKS

Reconstruction of compressed-sensed image and video signals has been studied extensively in the literature. For instance, the intra-frame sparse representation is adopted for CS single image reconstruction, such as the 2D discrete cosine transform (2D-DCT) [22], the 2D discrete wavelet transform (2D-DWT), and TV minimization [23]–[25]. Besides, more advanced block-based sparse transforms are developed for single image CS reconstruction such as the following: 1) the collaborative sparsity in [26] which simultaneously enforces local 2D sparsity in the form of 2D-TV and nonlocal 3D sparsity in the form of a fixed 3D-DWT transform and 2) the group-based sparse representation developed in [27] that sparsely represents natural images in the group domain, which enforces intrinsic local sparsity and nonlocal self-similarity of images simultaneously, in a unified framework. Although promising, the adaptive sparse transform for each group of image patches therein [27] is pursued by dictionary learning, which highly increases the complexity of the algorithm.

While [26] and [27] offer state-of-the-art CS single image recovery and outperform fixed basis sparse transforms, they only exploit intra-frame sparsity. In the last decade, in pursue of CS monoview video recovery, inter-frame correlations are also well exploited to increase signal sparsity level in the form of 3D-DWT [28], 2D-DWT for frame difference data [29], and 3D-TV minimization [30] that extends 2D-TV minimization with an extra sparse temporal gradient constraint. Minimizing TV of the temporal 1D-DCT coefficients was demonstrated to be very effective for highly correlated video frames [30]. Independent CS acquisition with inter-frame TV minimization decoders was developed in [31] and [32].

Recently, motion-adaptive methods were developed to further exploit temporal sparsity in CS monoview video systems, including the block-adaptive Karhunen–Loève transform (KLT) basis [33] and the motion-adaptive spatiotemporal sparse regularization method [34], [35], which minimizes the transform-domain $\ell_1$-norm of both video frames and the MC frame residue. The transform domain therein can be either 2D-DWT or TV domain. Nonetheless, these methods were developed only for monoview videos and using 2D-DWT as the spatial sparse transform is inefficient.

For multiview video sequences, correspondence between neighboring views captured by different cameras can be established and utilized for sparse representation. Such inter-view correlation has been extensively exploited for CS multiview still images [36]–[45]. These methods can be classified into three categories. The first category is to jointly recover all views by imposing a spatial joint-view sparsity with the aid of multi-camera geometrical transformations such as translation, rotation, and scaling [36], [37]. Algorithms in the second category recover view-difference data [38], [39] in which each view is initially recovered independently, followed by inter-view DE and DC predictions. The residue between each view and its DC prediction is then recovered using $\ell_1$ minimization in a proper sparse transform domain such as 2D-DCT or 2D-TV and is added back to the prediction. The whole algorithm then iterates between DE and DC-residue reconstruction, until the performance converges or the maximum number of iterations is reached. In the third category, rather than recovering the DC-residue separately as approaches in the second category do, the
Compressive sampling is performed by projecting the input video frames/views $X_t \in \mathbb{R}^{m \times n}$ onto a set of $P \times mn$ measurement matrices $\Phi$, $P < mn$, where $\Phi$ is generated by arbitrarily permuting the columns of an order-$s$, $s \geq mn$, and multiple of four Walsh–Hadamard (WH) matrix followed by arbitrary selection of $P$ rows (if $s > mn$, only $mn$ arbitrary columns are utilized). This class of WH measurement matrices has the advantage of easy implementation (antipodal ±1 entries), fast transformation, and satisfactory reconstruction performance, as we will see in the sequel. A richer class of matrices can be found in [46] and [47]. For practical implementation, $\Phi$ is generated once and fixed for all frames and views in the video sequence. Each element of the resulting measurement vector $y^k_t \in \mathbb{R}^P$ is quantized by an 8-bit uniform scalar quantization (block $Q$ in Fig. 1). The resulting quantized values $\tilde{y}^k_t$ are then indexed and transmitted to the decoder.

### III. DISTRIBUTED CS ACQUISITION OF MULTIVIEW VIDEO SEQUENCES

In this paper, we propose a practical CS multiview video acquisition system that performs pure direct framewise encoding. In the encoding block diagram shown in Fig. 1, each frame/view $X_t^k$ of size $m \times n$ is viewed as a vectorized column $x^k_t \in \mathbb{R}^{mn}$, where $t$ is the frame index and $k$ is the view index. Compressive sampling is performed by projecting $x^k_t$ onto a $P \times mn$ measurement matrix $\Phi$, $P < mn$, as

$$y^k_t = \Phi x^k_t, \quad y^k_t \in \mathbb{R}^P,$$

where $\Phi$ is generated by arbitrarily permuting the columns of an order-$s$, $s \geq mn$, and multiple of four Walsh–Hadamard (WH) matrix followed by arbitrary selection of $P$ rows (if $s > mn$, only $mn$ arbitrary columns are utilized). This class of WH measurement matrices has the advantage of easy implementation (antipodal ±1 entries), fast transformation, and satisfactory reconstruction performance, as we will see in the sequel. A richer class of matrices can be found in [46] and [47]. For practical implementation, $\Phi$ is generated once and fixed for all frames and views in the video sequence. Each element of the resulting measurement vector $y^k_t \in \mathbb{R}^P$ is quantized by an 8-bit uniform scalar quantization (block $Q$ in Fig. 1). The resulting quantized values $\tilde{y}^k_t$ are then indexed and transmitted to the decoder.

### IV. CS MULTIVIEW VIDEO SPARSITY

In this section, we introduce the concepts of TV-induced intra-frame sparsity, inter-view sparsity in terms of DC view residue, and inter-frame sparsity in terms of MC frame residue, which form the basis of our proposed reconstruction algorithm.

#### A. TV-Induced Intra-Frame Sparsity

Under the assumption that images are mostly piecewise smooth in the horizontal and vertical pixel directions, it is natural to consider utilizing the sparsity of the spatial gradient of an $m \times n$ image $X_t^k$ (vectorized as $x^k_t$) for CS image reconstruction [25], [48], [49]. If $x_{i,j}^k$ denotes the pixel in the $i$th row and $j$th column of $X_t^k$, the discrete horizontal and vertical gradients at $x_{i,j}$ are defined, respectively, as

$$G_{h_{ij}}[x^k_t] \triangleq \begin{cases} x_{i,j+1} - x_{i,j}, & j < n, \\ 0, & j = n, \end{cases}$$

and

$$G_{v_{ij}}[x^k_t] \triangleq \begin{cases} x_{i+1,j} - x_{i,j}, & i < m, \\ 0, & i = m. \end{cases}$$

The spatial gradient of $x^k_t$ at pixel $x_{i,j}$ can then be interpreted as the 2D vector

$$G_{ij}[x^k_t] = \left( G_{h_{ij}}[x^k_t], \ G_{v_{ij}}[x^k_t] \right).$$

If we define now a matrix $G \in \{+1, -1\}^{2mn \times mn}$ such that the linear operation (matrix multiplication) $Gx^k_t \in \mathbb{R}^{2mn}$ generates the vector concatenation of $G_{ij}[x^k_t]$ at all pixel locations $(i,j)$, then the 2D anisotropic TV (ATV) of $x^k_t$ is simply the $\ell_1$-norm of $Gx^k_t$, that is

$$\text{ATV}(x^k_t) \triangleq \| Gx^k_t \|_1.$$  

The 2D isotropic TV (ITV), in contrast, is defined as

$$\text{ITV}(x^k_t) \triangleq \sum_{i=1}^{m} \sum_{j=1}^{n} \| G_{ij} x^k_t \|_2.$$  

Both ATV and ITV can serve as the sparse regularizer of an image. In the sequel, we adopt ATV for algorithmic development. Note that for any $m \times n$ image, the so-called “gradient operator” $G$ is a fixed $2mn \times mn$ matrix that performs neighbor-pixel subtractions. Since $\Phi$ and $G$ are known, to reconstruct $x^k_t$ from its dequantized CS measurements vector $\tilde{y}^k_t$, we can solve the 2D-ATV minimization problem [24], [25]

$$\hat{x}^k_t = \arg \min_{x^k_t} \left( \frac{1}{2} \| \tilde{y}^k_t - \Phi x^k_t \|_2^2 + \mu \| Gx^k_t \|_1 \right).$$

Now, let $x \in \mathbb{R}^{pqmn}$ be the vector concatenation of $p$ successive frames and $q$ views $x^k_t$, $t = 1, \ldots, p$, $k = 1, \ldots, q$. Then, the $pq$ frames can be jointly recovered by solving the following convex optimization problem:

$$\hat{x} = \arg \min_{x} \left( \frac{1}{2} \| \tilde{y} - \Phi x \|_2^2 + \mu \| Gx \|_1 \right).$$
where $G$ is the block diagonal matrix with the gradient operator $G$ as the $pq$ diagonal elements

$$ G = \text{diag}\{G \ldots G\}, \quad (7) $$

$\hat{y}$ is the concatenation of the dequantized measurement vectors $\hat{y}^k, t = 1, \ldots, p, k = 1, \ldots, q$, and $\Phi$ is the block diagonal matrix with $pq$ diagonal elements

$$ \Phi = \text{diag}\{\Phi \ldots \Phi\}. \quad (8) $$

In short, the intra-frame sparsity penalty takes the form of the $\ell_1$-norm of the spatial gradients over all frames and all views.

**B. Disparity-Compensation-Induced Inter-View Sparsity**

To model the inter-view correlations, we represent the multiview video frames captured by all cameras at a fixed time slot $t$ in the form of a linear prediction system where each view is related to its immediate “left” and “right” neighbors via inter-view disparity compensation.

Define the $k$th view $X_t^k$ as the base view, $1 < k \leq q$. Then, the geometry relation between $X_t^k$ and its left neighbor $X_t^{k-1}$ can be described with a horizontal disparity map $\Delta_{h_{t,k}}^{-1} \in \mathbb{R}^{m \times n}$ and a vertical disparity map $\Delta_{v_{t,k}}^{-1} \in \mathbb{R}^{m \times n}$, where the subscript $k$ represents the base view index and the superscript $k-1$ represents the reference view index. With the aid of $\Delta_{h_{t,k}}^{-1}$ and $\Delta_{v_{t,k}}^{-1}$, the pixel at position $(i, j)$ in $X_t^k$ can be predicted by a matching pixel at position $(i + \Delta_{h_{t,k}}^{-1}(i, j), \; j + \Delta_{h_{t,k}}^{-1}(i, j))$ in $X_t^{k-1}$ in the form

$$ X_t^k(i,j)_{\text{left-predict}} = X_{t-1}^{k-1}(i + \Delta_{v_{t,k}}^{-1}(i, j), \; j + \Delta_{h_{t,k}}^{-1}(i, j)). \quad (9) $$

Similarly, the geometry relation between the base view $X_t^k$ and its right neighbor view $X_t^{k+1}$ can be described with disparity maps $\Delta_{h_{t,k}}^{-1} \in \mathbb{R}^{m \times n}$ and $\Delta_{v_{t,k}}^{-1} \in \mathbb{R}^{m \times n}$ such that the pixel at position $(i, j)$ in the base view $X_t^k$ can be predicted by a matching pixel at position $(i + \Delta_{v_{t,k}}^{-1}(i, j), \; j + \Delta_{h_{t,k}}^{-1}(i, j))$ in its right neighbor $X_t^{k+1}$ in the form

$$ X_t^k(i,j)_{\text{right-predict}} = X_{t+1}^{k+1}(i + \Delta_{v_{t,k}}^{-1}(i, j), \; j + \Delta_{h_{t,k}}^{-1}(i, j)). \quad (10) $$

The following linear system gives a combined model for the linear measurements and inter-view relationship:

$$ \hat{y}_t = \Phi x_t^k + e_t^k, \quad (11) $$

$$ x_t^k = \frac{1}{2} D_{t,k}^{-1} x_{t-1}^k + \frac{1}{2} D_{t,k}^{k+1} x_{t+1}^k + f_t^k \quad (12) $$

where $D_{t,k}^{-1}$ and $D_{t,k}^{k+1}$, which are the functions of $(\Delta_{h_{t,k}}^{-1}, \Delta_{v_{t,k}}^{-1})$ and $(\Delta_{h_{t,k}}^{k+1}, \Delta_{v_{t,k}}^{k+1})$, respectively, denote the left and right disparity compensation operators for the $k$th view at the $t$th time slot, leading to expressions (9) and (10) (see Fig. 2), and $f_t^k$ denotes the DC prediction residue.

Consider now a group of $q$ views, $x_t = [x_t^1, \ldots, x_t^q]^T \in \mathbb{R}^{qm}$ ($T$ is the transpose operator). The frame residue after bidirectional disparity compensation is

$$ \begin{bmatrix} f_t^{1T} \\ f_t^{2T} \\ \vdots \\ f_t^{qT} \end{bmatrix} = \begin{bmatrix} I & -\frac{1}{2}D_{t,1}^2 & I & -\frac{1}{2}D_{t,2}^2 \\ -\frac{1}{2}D_{t,2}^2 & I & -\frac{1}{2}D_{t,3}^2 & \vdots \\ \vdots & \vdots & \vdots \end{bmatrix} \begin{bmatrix} x_t^1 \\ x_t^2 \\ \vdots \\ x_t^q \end{bmatrix} \quad (13) $$

where $D_t$ is defined as the disparity compensation operator for all the views at time slot $t$. If DE is accurate enough, the inter-view prediction residue $f_t^k, k = 1, \ldots, q$, shall also have small horizontal and vertical gradients, thereby its 2D-ATV can be utilized as a sparse penalty for CS multiview video reconstruction.

**C. Motion-Compensation-Induced Inter-Frame Sparsity**

Similar to inter-camera correlations, to model the temporal variations, we represent $p$ successive frames captured by the $k$th camera (i.e., $k$th view) in the form of a linear prediction system where each frame is related to its “previous” and “next” adjacent frames via inter-frame motion compensation.

Define the $r$th frame $X_t^k$ as the target frame, $1 < t \leq p$.

Then, the relation between $X_t^k$ and its preceding frame $X_{t-1}^k$ can be described with a horizontal motion field $\sigma_{h_{t,t-1}}^{-1} \in \mathbb{R}^{m \times n}$ and a vertical motion field $\sigma_{v_{t,t-1}}^{-1} \in \mathbb{R}^{m \times n}$, where the subscript $t$ represents the target frame index and the superscript $t - 1$ represents the reference frame index. With the aid of $\sigma_{h_{t,t-1}}^{-1}$ and $\sigma_{v_{t,t-1}}^{-1}$, the pixel at position $(i, j)$ in $X_t^k$ can be predicted forward by a matching pixel at position $(i + \sigma_{v_{t,t-1}}^{-1}(i, j), \; j + \sigma_{h_{t,t-1}}^{-1}(i, j))$ in $X_{t-1}^k$ in the form

$$ X_{t-1}^k(i,j)_{\text{forward-predict}} = X_{t-1}^k(i + \sigma_{v_{t,t-1}}^{-1}(i, j), \; j + \sigma_{h_{t,t-1}}^{-1}(i, j)). \quad (14) $$

Similarly, the relation between the target frame $X_t^k$ and its subsequent frame $X_{t+1}^k$ can be described with horizontal and vertical motion fields $\sigma_{h_{t,t+1}}^{-1} \in \mathbb{R}^{m \times n}$ and $\sigma_{v_{t,t+1}}^{-1} \in \mathbb{R}^{m \times n}$ such that the pixel at position $(i, j)$ in $X_t^k$ can be predicted backward by a matching pixel at position $(i + \sigma_{v_{t,t+1}}^{-1}(i, j), \; j + \sigma_{h_{t,t+1}}^{-1}(i, j))$ in $X_{t+1}^k$ in the form

$$ X_{t+1}^k(i,j)_{\text{backward-predict}} = X_{t+1}^k(i + \sigma_{v_{t,t+1}}^{-1}(i, j), \; j + \sigma_{h_{t,t+1}}^{-1}(i, j)). \quad (15) $$
The following linear system gives a combined model for the linear measurements and inter-frame relationship:

\[
\begin{align*}
\tilde{y}_t &= \Phi x_t^k + e_t^k, \\
x_t^k &= \frac{1}{2} M_{t-1}^{k,t-1} x_{t-1}^k + \frac{1}{2} M_{t+1}^{k,t+1} x_{t+1}^k + g_t^k
\end{align*}
\]

where \(M_{t-1}^{k,t-1}\) and \(M_{t+1}^{k,t+1}\), which are the functions of \((\sigma_{h_1}^{k,t-1}, \sigma_{v_1}^{k,t-1})\) and \((\sigma_{h_1}^{k,t+1}, \sigma_{v_1}^{k,t+1})\), respectively, denote the forward and backward motion compensation operators for the \(t\)th time slot at the \(k\)th camera, leading to expressions (14) and (15), and \(g_t^k\) denotes the MC prediction residue.

Consider a group of \(p\) successive frames at the \(k\)th view, \(x^k = [x_1^T, \ldots, x_p^T]^T \in \mathbb{R}^{pmn}\). The prediction residue after bidirectional motion compensation is

\[
\begin{bmatrix}
g_1^k \\
g_2^k \\
\vdots \\
g_p^k \\
g^k
\end{bmatrix} = \begin{bmatrix}
I & -\frac{1}{2} M_{t-1}^{k,2} & 0 & \cdots & 0 \\
-\frac{1}{2} M_{t-1}^{k,1} & I & -\frac{1}{2} M_{t-1}^{k,3} & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
-\frac{1}{2} M_{t-1}^{k,p-1} & 0 & \cdots & I & -\frac{1}{2} M_{t-1}^{k,p}
\end{bmatrix} \begin{bmatrix}
x_1^k \\
x_2^k \\
\vdots \\
x_p^k \\
x^k
\end{bmatrix}
\]

where \(M_k\) is the motion-compensation operator for the \(k\)th view. If motion estimation is accurate enough, the MC prediction residue \(g_t^k\), \(t = 1, \ldots, p\), shall also have small horizontal and vertical gradients, thereby its 2D-ATV can be utilized as a sparse penalty for CS multiview video reconstruction.

V. PROPOSED JOINT RECONSTRUCTION ALGORITHM

In this section, we describe and develop our proposed DMC ATV minimization decoder that jointly reconstructs all frames of all views. The proposed decoder consists of an initialization stage and a joint reconstruction stage. In particular, the joint reconstruction stage iterates between DE, ME, and DMC joint recovery.

Initially, each frame of each view is recovered independently from its CS measurements using 2D-ATV minimization as in (5). With the initially recovered frames \(\tilde{x}_{t_{\text{init}}t}^k, t = 1, \ldots, p, k = 1, \ldots, q\), the disparity fields \((\Delta h_{k,t}^{k-1}, \Delta v_{k,t}^{k-1})\) between the \(k\) and \((k - 1)\) views and \((\Delta h_{k,t}^{k+1}, \Delta v_{k,t}^{k+1})\) between the \(k\) and \((k + 1)\) views, and the motion fields \((\sigma_{h_1}^{k,t-1}, \sigma_{v_1}^{k,t-1})\) between the \(t\) and \((t - 1)\) frames and \((\sigma_{h_1}^{k,t+1}, \sigma_{v_1}^{k,t+1})\) between the \(t\) and \((t + 1)\) frames can be estimated by the conventional variational optical flow (OF) method [50], [51]. As discussed in Sections IV-B and IV-C, the left and right disparity compensation operators, \(D_{t-1}^{k,1}\) and \(D_{t+1}^{k,1}\), can be defined as a function of \((\Delta h_{t,k}^{k-1}, \Delta v_{t,k}^{k-1})\) and \((\Delta h_{t,k}^{k+1}, \Delta v_{t,k}^{k+1})\), respectively, while the forward and backward motion compensation operators, \(M_{t-1}^{k,t-1}\) and \(M_{t+1}^{k,t+1}\), can be defined as a function of \((\sigma_{h_1}^{k,t-1}, \sigma_{v_1}^{k,t-1})\) and \((\sigma_{h_1}^{k,t+1}, \sigma_{v_1}^{k,t+1})\), respectively.

\[
\begin{align*}
\tilde{x} = \arg \min_{x \in \mathbb{R}^{qpmn}} & \left( \frac{1}{2} \| \tilde{y} - \tilde{\Phi} x \|^2 + \mu_1 \| G x \|_1 \\
& + \mu_2 \| G D x \|_1 + \mu_3 \| G M x \|_1 \right)
\end{align*}
\]

In the objective function in (21), the first term \(\frac{1}{2} \| \tilde{y} - \tilde{\Phi} x \|^2\) imposes data consistency. The three \(\ell_1\) norms, \(\mu_1 \| G x \|_1\), \(\mu_2 \| G D x \|_1\), and \(\mu_3 \| G M x \|_1\), promote intra-frame, inter-view, and inter-frame sparsity, respectively, with positive weights \(\mu_i, i = 1, 2, 3\). In particular, intra-frame sparse representation adapts 2D-ATV with gradient operator \(G\) as in (6). Inter-view sparse representation is defined by applying the DC operation \(D\) to all views, followed by calculating the 2D-ATV of the DC-residue via the gradient operator \(G\). The reason for using 2D-ATV rather than using direct \(\ell_1\)-norm of the DC-residue for sparse representation is that for small DC-residue it is very likely that 2D-ATV can significantly increase the degree of sparseness. Similarly, inter-frame sparse representation is defined by applying the MC operation \(M\) to all frames followed by the 2D-ATV operation.

To solve the core minimization problem in (21), we follow the approach of TV minimization by augmented Lagrangian and alternating direction algorithms (TVAL3) [19], [55]–[57]. In this work, we first convert the problem in (21) into an equivalent variant through variable splitting by introducing the auxiliary variables \(w, u, v\) and \(v\)

\[
\begin{align*}
\tilde{x} = \arg \min_{x \in \mathbb{R}^{qpmn}} & \left( \frac{1}{2} \| \tilde{y} - \tilde{\Phi} x \|^2 + \mu_1 \| w \|_1 + \mu_2 \| u \|_1 + \mu_3 \| v \|_1 \right)
\end{align*}
\]

s.t. \(G x = w, G D x = u, G M x = v\).
be formed as
\[
\mathcal{L}_A(w, u, v, x) = \mu_1 \|w\|_1 - \lambda_1^T (\tilde{G}x - w) + \frac{\lambda_2^T}{2} \|\tilde{G}x - w\|^2_2 
\]
(23a)
\[
+ \mu_2 \|u\|_1 - \lambda_2^T (\tilde{G}Dx - u) + \frac{\lambda_3^T}{2} \|\tilde{G}Dx - u\|^2_2 
\]
(23b)
\[
+ \mu_3 \|v\|_1 - \lambda_3^T (\tilde{G}Mx - v) + \frac{\lambda_4^T}{2} \|\tilde{G}Mx - v\|^2_2 
\]
(23c)
\[
+ \frac{1}{2} \|\tilde{y} - \tilde{\Phi}x\|^2_2 
\]
(23d)
where \(\lambda_1, \lambda_2,\) and \(\lambda_3\) are tuning parameters.

The basic idea behind minimizing the augmented Lagrangian function is to seek a saddle point of \(\mathcal{L}_A(w, u, v, x)\), which is also a solution to problem (22). We minimize \(\mathcal{L}_A(w, u, v, x)\) by iteratively, \(\ell = 0, 1, \ldots\), solving for the variables
\[
(w^{\ell+1}, u^{\ell+1}, v^{\ell+1}, x^{\ell+1}) = \arg \min_{w, u, v, x} \mathcal{L}_A(w, u, v, x) 
\]
(24)
and the Lagrangian multipliers
\[
\lambda_1^{\ell+1} = \lambda_1^\ell - \beta_1 (\tilde{G}x^{\ell+1} - w^{\ell+1}), 
\]
(25)
\[
\lambda_2^{\ell+1} = \lambda_2^\ell - \beta_2 (\tilde{G}Dx^{\ell+1} - u^{\ell+1}), 
\]
(26)
\[
\lambda_3^{\ell+1} = \lambda_3^\ell - \beta_3 (\tilde{G}Mx^{\ell+1} - v^{\ell+1}). 
\]
(27)
Following ADMM principles, (24) is decomposed into four subproblems associated with \(w^{\ell+1}, u^{\ell+1}, v^{\ell+1},\) and \(x^{\ell+1}\), respectively. Each subproblem solves for one variable assuming the other three variables are known. For simplicity in notation, the iteration index \(\ell\) is omitted.

A. \(w\) Subproblem, \(u\) Subproblem, and \(v\) Subproblem

The subproblems associated with \(w, u,\) and \(v\) can be simplified as
\[
\min_w \frac{\beta_1}{2} \|\tilde{G}x - w\|^2_2 - \lambda_1^T (\tilde{G}x - w) + \mu_1 \|w\|_1, 
\]
(28)
\[
\min_u \frac{\beta_2}{2} \|\tilde{G}Dx - u\|^2_2 - \lambda_2^T (\tilde{G}Dx - u) + \mu_2 \|u\|_1, 
\]
(29)
and
\[
\min_v \frac{\beta_3}{2} \|\tilde{G}Mx - v\|^2_2 - \lambda_3^T (\tilde{G}Mx - v) + \mu_3 \|v\|_1. 
\]
(30)
Since (28)–(30) are of the same form, by soft thresholding \cite{21} their closed-form solutions are given by
\[
\tilde{w} = \max \left\{ \left| \tilde{G}x - \frac{\lambda_1}{\beta_1} \right| - \frac{\mu_1}{\beta_1} 0, \right\} \cdot \text{sgn} \left( \tilde{G}x - \frac{\lambda_1}{\beta_1} \right), 
\]
(31)
\[
\tilde{u} = \max \left\{ \left| \tilde{G}Dx - \frac{\lambda_2}{\beta_2} \right| - \frac{\mu_2}{\beta_2} 0, \right\} \cdot \text{sgn} \left( \tilde{G}Dx - \frac{\lambda_2}{\beta_2} \right), 
\]
(32)
and
\[
\tilde{v} = \max \left\{ \left| \tilde{G}Mx - \frac{\lambda_3}{\beta_3} \right| - \frac{\mu_3}{\beta_3} 0, \right\} \cdot \text{sgn} \left( \tilde{G}Mx - \frac{\lambda_3}{\beta_3} \right). 
\]
(33)

B. \(x\) Subproblem

With the aid of \(w, u, v\), the \(x\) subproblem is equivalent to
\[
\min_x - \lambda_1^T (\tilde{G}x - w) + \frac{\lambda_1}{2} \|\tilde{G}x - w\|^2_2 
\]
\[
- \lambda_2^T (\tilde{G}Dx - u) + \frac{\lambda_2}{2} \|\tilde{G}Dx - u\|^2_2 
\]
\[
- \lambda_3^T (\tilde{G}Mx - v) + \frac{\lambda_3}{2} \|\tilde{G}Mx - v\|^2_2 
\]
\[
+ \frac{1}{2} \|\tilde{y} - \tilde{\Phi}x\|^2_2. 
\]
(34)
Clearly, (34) is a quadratic function with gradient
\[
d = -\tilde{G}^T \lambda_1 + \beta_1 \tilde{G}^T (\tilde{G}x - w) 
\]
\[
- (\tilde{G}D)^T \lambda_2 + \beta_2 (\tilde{G}D)^T (\tilde{G}Dx - u) 
\]
\[
- (\tilde{G}M)^T \lambda_3 + \beta_3 (\tilde{G}M)^T (\tilde{G}Mx - v) 
\]
\[
+ \tilde{\Phi}^T (\tilde{\Phi}x - \tilde{y}) 
\]
(35)
and Hessian
\[
H = \beta_1 \tilde{G}^T \tilde{G} + \beta_2 (\tilde{G}D)^T \tilde{G}D 
\]
\[
+ \beta_3 (\tilde{G}M)^T \tilde{G}M + \tilde{\Phi}^T \tilde{\Phi}. 
\]
(36)
Thus, setting \(d = 0\) can give us the exact minimizer of problem (34) \cite{21}, which is
\[
x = H^{-1} (\tilde{G}^T \lambda_1 + (\tilde{G}D)^T \lambda_2 + (\tilde{G}M)^T \lambda_3 + \beta_1 \tilde{G}^T w 
\]
\[
+ \beta_2 (\tilde{G}D)^T u + \beta_3 (\tilde{G}M)^T v + \tilde{\Phi}^T \tilde{y}). 
\]
(37)
Since computing \(H^{-1}\) at each iteration is too costly to implement, an iterative method is highly desirable. In our presented work, the steepest descent method with optimal step is used to solve (34) iteratively by applying
\[
\tilde{x} = x - \eta d 
\]
(38)
where the optimal step size is
\[
\eta = \frac{d^T d}{d^T Hd}. 
\]
(39)
Thus, solving for \(x\) involves only computing (38) from iteration to iteration.

Assume now that the solution \(\tilde{x}\) of (21) that contains \(p\) frames from \(q\) views is obtained. Since joint decoding relies on accurate DC and MC operations \(D\) and \(M\), which are functions of the estimated disparity fields \((\Delta_{h_{1,k}}, \Delta_{v_{1,k}}), (\Delta_{h_{2,k}}, \Delta_{v_{2,k}}), (\sigma_{h_{1,k}}, \sigma_{v_{1,k}}), (\sigma_{h_{2,k}}, \sigma_{v_{2,k}})\), and motion fields \((\sigma_{h_{1,k}}, \sigma_{v_{1,k}}), (\sigma_{h_{2,k}}, \sigma_{v_{2,k}})\), we can use the jointly decoded high-quality frames to recalculate the disparity and motion fields, again using the OF method, and update the corresponding DC and MC operators. With the updated DC and MC operators \(D\) and \(M\), we rerun the joint decoding algorithm in (21). The decoding algorithm then iterates between DE (ME) with current recovered frames and DMC ATV minimization joint reconstruction. The overall algorithm is summarized in Table I.
TABLE I

<table>
<thead>
<tr>
<th>Input: $\hat{x}_t^{k}, t = 1,..., p, k = 1,..., q, \hat{\Phi}$.</th>
<th>Iterative Joint Decoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialization: Solve (5) to obtain the initial frame estimates $\hat{x}_t^{k}, t = 1,..., p, k = 1,..., q$.</td>
<td></td>
</tr>
<tr>
<td>1: for iteration = 1 to max iteration</td>
<td></td>
</tr>
<tr>
<td>2: Estimate disparity fields $(\Delta_{h,k}^{t-1}, \Delta_{v,k}^{t-1})$ and $(\Delta_{h,k}^{t+1}, \Delta_{v,k}^{t+1})$ from $\hat{x}_t^{k}, t = 1,..., p, k = 1,..., q, \hat{\Phi}$. (for example, by optical flow method [50], [51]).</td>
<td></td>
</tr>
<tr>
<td>3: Estimate motion fields $(\sigma_{h,k}^{t-1}, \sigma_{v,k}^{t-1})$ and $(\sigma_{h,k}^{t+1}, \sigma_{v,k}^{t+1})$ from $\hat{x}_t^{k}, t = 1,..., p, k = 1,..., q$.</td>
<td></td>
</tr>
<tr>
<td>4: Update DC operator $\hat{D}$ with new $(\Delta_{h,k}^{t-1}, \Delta_{v,k}^{t-1})$ and $(\Delta_{h,k}^{t+1}, \Delta_{v,k}^{t+1})$.</td>
<td></td>
</tr>
<tr>
<td>5: Update MC operator $\hat{M}$ with new $(\sigma_{h,k}^{t-1}, \sigma_{v,k}^{t-1})$ and $(\sigma_{h,k}^{t+1}, \sigma_{v,k}^{t+1})$.</td>
<td></td>
</tr>
<tr>
<td>6: Solve (21) with new $\hat{D}$ and $\hat{M}$ to update $\hat{x}_t^{k}, t = 1,..., p, k = 1,..., q$.</td>
<td></td>
</tr>
<tr>
<td>7: end for</td>
<td></td>
</tr>
<tr>
<td>Output: $\hat{x}_t^{k}, t = 1,..., p, k = 1,..., q$.</td>
<td></td>
</tr>
</tbody>
</table>

VI. EXPERIMENTAL RESULTS AND PERFORMANCE ANALYSIS

A. Rate–Distortion Performance on Five Data Sets

In this section, we study experimentally the performance of the proposed CS multiview video decoders by evaluating the peak signal-to-noise ratio (PSNR) (as well as the perceptual quality) of reconstructed video sequences. Five data sets, Bookarrival, Balloons, Ballet, Breakdancer, and Kendo, each with resolution of 768 × 1024 pixels, are used. These data sets are frequently utilized in the literature to evaluate the performance of multiview video coding schemes [58]–[66]. Balloons and Kendo [58]–[63] are two test sequences from the HEVC reference software. Ballet and Breakdancer [64]–[66] are provided by Microsoft Research [67]. Bookarrival is released by the Heinrich Hertz Institute (HHI) [68]. Each of the sequences consists of $q = 6$ views captured by different cameras and each view has a total number of $T = 60$ frames. For Bookarrival and Balloons, the difference between adjacent views is relatively small and the motion along the temporal direction is relatively slow. Kendo has moderate motion and small inter-view differences. On the other hand, Ballet and Breakdancer have relatively large inter-view differences and fast motion. Processing is carried out only on the luminance component.

At our independent distributed CS encoder side, each frame of each view is handled as a vectorized column of length $N = 768 \times 1024 = 786432$ multiplied by a $P \times N$ randomized partial WH matrix $\Phi$, where $P$ is the resulting number of CS measurements per frame per view. The sensing matrix $\Phi$ is generated only once to encode all frames in the video sequence. In our experiments, the CS ratios are set at $\psi = 0.0469, 0.0625, 0.125, 0.25$, and 0.375. The elements of the captured $P$-dimensional measurement vector of each frame are quantized by an 8-bit uniform scalar quantizer. Hence, the resulting number of encoding bits is $\frac{P}{N} \times 8 = 0.3752, 0.5, 1, 2$, and 3 bits per pixel (bpp), correspondingly. To save storage space at both the encoder and decoder, we avoid using different sensing matrices for different frames of different views. As will be demonstrated later in all experiments, the adopted fixed sensing matrix produces satisfactory reconstruction quality and suffices to illustrate the superiority of the proposed joint reconstruction algorithm.

We emphasize that our encoder has purposefully lowest complexity for energy and cost savings in WMSN applications. Therefore, we do not intend to compare its coding efficiency with the state-of-the-art high efficiency video coding (HEVC) codec [69], [70]. While HEVC achieves high compression ratio, its high encoder complexity makes it unsuitable for power-constrained applications in WMSNs.

At the decoder side, for each independent 4D data cube of size $768 \times 1024 \times (p = 6 \text{ frames}) \times (q = 6 \text{ views})$, we collect the corresponding CS measurements and reconstruct the video sequence by the proposed joint reconstruction algorithm. For each test sequence, we independently reconstruct $T = 60$ frames of each view. In our experimental studies, seven reconstruction algorithms are examined for the same low-complexity CS encoding/acquisition system:

1) the proposed DMC 2D ATV minimization (DMC-ATV2D) joint decoder;
2) the DMC 2D ITV minimization (DMC-ITV2D) joint decoder3;
3) the DMC residue (DMC-residue) decoder of [17];
4) the MC ATV (MC-ATV2D) minimization decoder [34];
5) the intra-frame ATV minimization (Intra-ATV2D) decoder [25];
6) the MC 2D-DWT (MC-DWT) decoder [34];
7) the intra-frame group sparse representation (Intra-GSR) decoder [27].

Fig. 3 shows the enlarged decodings of Bookarrival (3rd frame of the 3rd view) [Fig. 3(a)] at a bit rate of 0.5 bpp produced by the proposed DMC-ATV2D decoder [Fig. 3(b)], DMC-ITV2D [Fig. 3(c)], DMC-residue [Fig. 3(d)] [17], MC-ATV2D [Fig. 3(e)] [34], Intra-ATV2D [Fig. 3(f)] [25], MC-DWT [Fig. 3(g)] [34], and Intra-GSR [Fig. 3(h)] [27]. It can be observed that the texture details of the scene are best preserved by the proposed DMC-ATV2D decoder. Meanwhile, the DMC-residue and MC-DWT decodings have noticeable noise artifacts, MC-ATV2D and Intra-ATV2D decoders have blurry recovery, and Intra-GSR decoding has severe distortions on texture details. Compared with DMC-ITV2D, DMC-ATV2D presents clearer edges while slightly introducing stair artifact.

3To create DMC-ITV2D, we replace the ATV in the objective function of (21) by the ITV.
Fig. 3. Enlarged decodings of the Bookarrival data set (0.5 bpp): (a) Original 3rd frame of the 3rd view; (b) proposed DMC-ATV2D decoder (PSNR = 36.01 dB); (c) DMC-ITV2D (PSNR = 35.46 dB); (d) DMC-residue [17] (PSNR = 34.44 dB); (e) MC-ATV2D [34] (PSNR = 34.14 dB); (f) ATV2D [25] (PSNR = 33.05 dB); (g) MC-DWT [34] (PSNR = 29.20 dB); and (h) Intra-GSR [27] (PSNR = 32.89 dB).

Fig. 4. Rate–distortion comparison for the Bookarrival data set.

Fig. 5. Enlarged decodings of the Balloons data set (0.5 bpp): (a) Original 3rd frame of the 3rd view; (b) proposed DMC-ATV2D decoder (PSNR = 37.85 dB); (c) DMC-ITV2D (PSNR = 37.41 dB); (d) DMC-residue [17] (PSNR = 36.45 dB); (e) MC-ATV2D [34] (PSNR = 34.97 dB); (f) ATV2D [25] (PSNR = 33.89 dB); (g) MC-DWT [34] (PSNR = 29.50 dB); and (h) Intra-GSR [27] (PSNR = 35.00 dB).

DMC-ITV2D avoids the stair artifact while slightly increases blurriness. To quantify the reconstruction performance, the PSNR values are given in the caption of Fig. 3. The proposed DMC-ATV2D decoder has the highest PSNR of 36.01 dB (DMC-ITV2D has a PSNR of 35.46 dB).

Fig. 4 presents the rate–distortion characteristics of the six decoders for the Bookarrival data set. The PSNR values (dB) are averaged over all frames of all views. We note that the PSNR curve of Intra-GSR [27] is not provided in Fig. 4, due to the high complexity (time consumption) of the dictionary training process in this algorithm. From Fig. 3(h), we have already demonstrated that the Intra-GSR decoded image has a significantly lower PSNR (32.89 dB) compared with the proposed DMC-ATV2D decoder (36.01 dB), as well as unsatisfactory perceptual quality in view of severe distortion around object edges. From Fig. 4, we observe that the DMC-residue [17] and MC-ATV2D [34] decoders outperform Intra-ATV2D [25] as they both exploit joint sparsity to some extent. Nevertheless, by utilizing the sparsity of the MC and DC-residue and the pixel-domain 2D ATV simultaneously, our proposed DMC-ATV2D decoder further improves the reconstruction PSNR by about 1 to 1.8 dB compared with the DMC-residue and MC-ATV2D decoders. Further, we observe from Fig. 4 that by modifying the proposed DMC-ATV2D to adopt the ITV instead of the ATV, the obtained DMC-ITV2D scheme has a slightly lower PSNR than DMC-ATV2D. The very same experiments of Figs. 3 and 4 are repeated in Figs. 5 and 6 for the Balloons sequence. Similar conclusions can be drawn.

For increased credibility of our study, we also experiment with the Ballet [Figs. 7 and 10(a)], Breakdancer [Figs. 8 and 10(b)], and Kendo [Figs. 9 and 10(c)] sequences. Once again, the proposed DMC-ATV2D (DMC-ITV2D) decoder offers consistently better reconstruction quality than the other five decoders. Since Ballet and Breakdancer sequences have faster motion and large inter-view differences, the DMC-residue [17] decoder that utilizes limited amount of signal sparsity offers better performance than the Intra-ATV2D decoder [25] at low bit rate (bpp) and deteriorates at medium-to-high bit rates (bpp). In contrast, the proposed DMC-ATV2D (DMC-ITV2D) decoder is superior to all decoders at all bit rates (bpp). Specifically, we demonstrate the effectiveness of the proposed DMC-ATV2D decoder for low bit rate scenarios.
and the methods in Figs. 12 and 13 for the ATV2D method, DMC-residue [17], and MC-ATV2D [34] PSNR versus iteration step curves for the proposed DMC-ATV2D decoder and compare it with that of other algorithms, in addition to the visual results shown in Figs. 3, 5, and 7–9, we also adopt the three-component structural similarity (3SSIM) index proposed in [71]. 3SSIM is an effective and computationally efficient perceptual image/video quality assessment metric [72]. 3SSIM is a variant of SSIM that takes into account the fact that the human eye is more sensitive to differences in textured or edge regions than smooth regions. The overall metric value is calculated as a weighted average of the SSIM of three categories of regions: edges, textures, and smooth regions. 3SSIM is considered to give results that are highly consistent with human subjective perception. Fig. 14 shows the 3SSIM curves on Bookarrival and Ballet as representative of slow-mo video and Ballet as representative of fast-motion sequences, respectively. We observe that the proposed DMC-ATV2D (DMC-ITV2D) decoder achieves the highest 3SSIM index, especially for small bpp values.

B. Robustness to Occlusions or Corruptions

We stress that our joint decoding algorithm does not require the knowledge of the geometry of the camera setup. Indeed, as demonstrated in Figs. 3–14, the proposed joint decoding algorithm can handle not only collinear multi-camera arrangement in which the captured videos from different viewpoints merely have horizontal parallax, such as Balloons and Bookarrival, but also camera arrangements in which videos captured from different viewpoints have severe horizontal and vertical parallax, such as Ballet and Breakdancer. In particular, the correlations between neighbor views are automatically exploited by the OF algorithm that estimates pixel-level disparities. Nevertheless, occlusions or corruptions may occur due to acquisition failure of a few individual cameras in the setup. Since each frame (view) is predicted by multiple reference images, including adjacent frame(s) and neighbor view(s), our joint decoding algorithm offers certain degree of robustness to possible occlusions/corruptions. In Figs. 15 and 16, we carry out a set of experiments on the Ballet and Bookarrival data sets, as representative of fast-motion and slow-motion video sequences, respectively, to illustrate these findings. For each group of 768 × 1024 × (p = 6 frames) × (q = 6 views) that is jointly decoded, the 1st, 3rd, 5th, 2nd, 4th, and 6th frame of the 1st, 2nd, 3rd, 4th, 5th, and 6th view, respectively, has occluded/corrupted patches (6 out of 36 frames). An occlusion/corruption example pattern is shown in Fig. 15. We divide the frame into non-overlapping blocks of size 32 × 32 and replace randomly half of the blocks by dark patches. Next, we perform exactly the same...
Fig. 10. Rate–distortion comparisons for the (a) Ballet, (b) Breakdancer, and (c) Kendo data sets.

Fig. 11. Rate–distortion performance on Ballet in a low bit rate range.

Fig. 12. PSNR versus number of iterations for the Ballet data set (0.25 bpp).

Fig. 13. PSNR versus number of iterations for the Kendo data set (1 bpp).

independent CS acquisition and proposed DMC-ATV2D joint reconstruction on the group of 36 partially occluded/corrupted frames and compute the average reconstruction PSNR of the 30 clean frames. From the rate–distortion performances in Fig. 16, we observe that using our proposed joint reconstruction scheme, the reconstruction quality of the clean frames only slightly deteriorates compared with the scenario where there are no occluded/corrupted frames. This demonstrates that our proposed decoder tolerates well certain degree of occlusions/corruptions (50% occlusion/corruption of 6 out of 36 frames).

C. Parameter Setting

In our implementation, the parameters $\mu_i$ and $\beta_i$, $i = 1, 2, 3$, in the augmented Lagrangian function (23.a)–(23.d) are set empirically. Empirically selecting regularization parameters is a common approach for CS image or video signal reconstruction [26], [27], [30], [40], [41], [44]. In the early work of ATV minimization for compressed-sensed signal recovery via ALM and ADMM [19], the sparse constraint is imposed on the spatial gradient only. Therein, the augmented Lagrangian function includes only two terms [see (23.a) and (23.d)], in which a default pair of parameters $\mu_1 = 1$ and $\beta_1 = 0.0625$ is used. Studies on more advanced ATV minimization for CS video recovery [31], [32] adopt the same default parameter values and generate superior reconstruction quality. Following the same parameter setting, in this work, we adopt parameter values $\mu_1 = 1$ and $\beta_1 = 0.0625$ for
intra-frame 2D-ATV regularization. Then, for DC prediction residue ATV and MC prediction residue ATV, we set $\beta_i$ at 0.0625, $i = 2, 3$, and tested four different sets of $\mu_i$ values, $i = 2, 3$, to determine the proper range for these parameters for general multiview video sequences. The testing data sets are Ballet and Bookarrival as representative of fast and slow motion sequences, respectively. From Tables II and III, it can be observed that the best rate–distortion performance is achieved at $\mu_i = 0.5$, $i = 2, 3$, for both sequences. Hence, we conclude that $\mu_1 = 1$, $\mu_i = 0.5$, $i = 2, 3$, and $\beta_i = 0.0625$, $i = 1, 2, 3$, are a proper set of parameters to be adopted in the proposed DMC-ATV2D joint decoder for general multiview video sequences. This set of values is used for all five data sets in this present work. Future studies may focus on determining the regularization parameters automatically for the proposed joint decoding algorithm.

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>PSNR VALUES FOR Bookarrival</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 0.0625$</td>
<td>$33.34$ dB</td>
</tr>
<tr>
<td>$r = 0.125$</td>
<td>$35.17$ dB</td>
</tr>
<tr>
<td>$r = 0.25$</td>
<td>$38.86$ dB</td>
</tr>
<tr>
<td>$r = 0.375$</td>
<td>$37.11$ dB</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>PSNR VALUES FOR Ballet</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 0.0625$</td>
<td>$33.50$ dB</td>
</tr>
<tr>
<td>$r = 0.125$</td>
<td>$35.83$ dB</td>
</tr>
<tr>
<td>$r = 0.25$</td>
<td>$36.74$ dB</td>
</tr>
<tr>
<td>$r = 0.375$</td>
<td>$36.60$ dB</td>
</tr>
</tbody>
</table>

D. Encoding Time

To illustrate the extremely low encoder cost of our proposed distributed CS encoder, we compare the average encoding time per image versus the reconstruction PSNR of our proposed CS encoder with DMC-ATV2D decoding against the HEVC codec [69], [70] for the Balloons and Ballet data sets (Fig. 17). For HEVC, three group-of-pictures structures are considered: single-view intra-frame encoder (HEVC-SV-I) that encodes each view independently in intra-frame mode, single-view inter-frame encoder with IBBBP structure (HEVC-SV-IBBBP) that encodes each view independently in inter-frame mode, and multiview inter-frame encoder with IBBBP structure (HEVC-MV-IBBBP) that jointly encodes different views in inter-frame mode. With an Intel i5-2410M 2.30-GHz processor and MATLAB programming, the average encoding time of our distributed CS encoder is 0.1195, 0.1245, 0.1320, 0.1592, and 0.1775 seconds per image for the five adopted CS ratios, respectively. In contrast, the HEVC codec in C++ implementation can take more than 13 seconds on average to encode one image of Balloons and can take more than 17 seconds on average to encode one image of Ballet.

E. Decoding Complexity

In this section, we analyze the decoding complexity of the proposed DMC-ATV2D reconstruction algorithm and compare with existing compressed-sensed multiview video reconstruction algorithms. For a 4D multiview video data set of size $q \times p \times m \times n$, our findings are summarized in Table IV.
Table IV

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Operations</th>
<th>Additions per Operation</th>
<th>Multiplications per Operation</th>
<th>Total Additions</th>
<th>Total Multiplications</th>
<th>Execution Time (sec/image)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>Φ(·), ΦT(·)</td>
<td>O(qpPmn)</td>
<td></td>
<td>NoutNinO(qpPmn)</td>
<td>Nout[NinO(2qpPmn) + O(2qpPmn^2)]</td>
<td>536.99</td>
</tr>
<tr>
<td></td>
<td>G(·), G^T(·)</td>
<td>O(2qpPmn)</td>
<td></td>
<td></td>
<td></td>
<td>Nout = 3</td>
</tr>
<tr>
<td></td>
<td>D(·), D^T(·)</td>
<td>O(3qpPmn)</td>
<td>O(4^2qppmn)</td>
<td></td>
<td></td>
<td>Nout = 3</td>
</tr>
<tr>
<td></td>
<td>M(·), M^T(·)</td>
<td>O(3qpPmn)</td>
<td>O(4^2qppmn)</td>
<td></td>
<td></td>
<td>Nout = 3</td>
</tr>
<tr>
<td></td>
<td>(Δ_h_{t,k}^{-1}, Δ_v_{t,k}^{-1}) \ (Δ_h_{t,k}^{-1}, Δ_v_{t,k}^{-1}) &amp; O(2(q - 1)p(2mn)^2)</td>
<td></td>
<td></td>
<td></td>
<td>Nout = 3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(σ_{h_{t,k}}^{-1}, σ_{v_{t,k}}^{-1}) \ (σ_{h_{t,k}}^{-1}, σ_{v_{t,k}}^{-1}) &amp; O(2(q - 1)p(2mn)^2)</td>
<td></td>
<td></td>
<td></td>
<td>Nout = 3</td>
<td></td>
</tr>
<tr>
<td>DMC-residue</td>
<td>Φ(·), Φ^T(·)</td>
<td>O(qpPmn)</td>
<td></td>
<td></td>
<td></td>
<td>NoutO(2qpPmn)</td>
</tr>
<tr>
<td></td>
<td>G(·), G^T(·)</td>
<td>O(2qpPmn)</td>
<td></td>
<td></td>
<td></td>
<td>Nout = 3</td>
</tr>
<tr>
<td></td>
<td>M(·)</td>
<td>O(3qpPmn)</td>
<td>O(4^2qppmn)</td>
<td></td>
<td></td>
<td>Nout = 3</td>
</tr>
<tr>
<td></td>
<td>(Δ_h_{t,k}^{-1}, Δ_v_{t,k}^{-1}) \ (Δ_h_{t,k}^{-1}, Δ_v_{t,k}^{-1}) &amp; O(2(q - 1)p(2mn)^2)</td>
<td></td>
<td></td>
<td></td>
<td>Nout = 3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(σ_{h_{t,k}}^{-1}, σ_{v_{t,k}}^{-1}) \ (σ_{h_{t,k}}^{-1}, σ_{v_{t,k}}^{-1}) &amp; O(2(q - 1)p(2mn)^2)</td>
<td></td>
<td></td>
<td></td>
<td>Nout = 3</td>
<td></td>
</tr>
<tr>
<td>MC-ATV2D</td>
<td>Φ(·), Φ^T(·)</td>
<td>O(qpPmn)</td>
<td></td>
<td></td>
<td></td>
<td>Nout[NinO(qppmn) + O(qpPmn^2)]</td>
</tr>
<tr>
<td></td>
<td>G(·), G^T(·)</td>
<td>O(2qpPmn)</td>
<td></td>
<td></td>
<td></td>
<td>Nout = 3</td>
</tr>
<tr>
<td></td>
<td>M(·), M^T(·)</td>
<td>O(3qpPmn)</td>
<td>O(4^2qppmn)</td>
<td></td>
<td></td>
<td>Nout = 3</td>
</tr>
<tr>
<td></td>
<td>(σ_{h_{t,k}}^{-1}, σ_{v_{t,k}}^{-1}) \ (σ_{h_{t,k}}^{-1}, σ_{v_{t,k}}^{-1}) &amp; O(2(q - 1)p(2mn)^2)</td>
<td></td>
<td></td>
<td></td>
<td>Nout = 3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Δ_h_{t,k}^{-1}, Δ_v_{t,k}^{-1}) \ (Δ_h_{t,k}^{-1}, Δ_v_{t,k}^{-1}) &amp; O(2(q - 1)p(2mn)^2)</td>
<td></td>
<td></td>
<td></td>
<td>Nout = 3</td>
<td></td>
</tr>
<tr>
<td>MC-DWT</td>
<td>Φ(·), Φ^T(·)</td>
<td>O(qpPmn)</td>
<td></td>
<td></td>
<td></td>
<td>Nout[NinO(qp max(m^2, m^2n)) + O(qpPmn^2)]</td>
</tr>
<tr>
<td></td>
<td>G(·), G^T(·)</td>
<td>O(3qpPmn)</td>
<td>O(4^2qppmn)</td>
<td></td>
<td></td>
<td>Nout = 3</td>
</tr>
<tr>
<td></td>
<td>(σ_{h_{t,k}}^{-1}, σ_{v_{t,k}}^{-1}) \ (σ_{h_{t,k}}^{-1}, σ_{v_{t,k}}^{-1}) &amp; O(2(q - 1)p(2mn)^2)</td>
<td></td>
<td></td>
<td></td>
<td>Nout = 3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Δ_h_{t,k}^{-1}, Δ_v_{t,k}^{-1}) \ (Δ_h_{t,k}^{-1}, Δ_v_{t,k}^{-1}) &amp; O(2(q - 1)p(2mn)^2)</td>
<td></td>
<td></td>
<td></td>
<td>Nout = 3</td>
<td></td>
</tr>
<tr>
<td>Intra-ATV2D</td>
<td>Φ(·), Φ^T(·)</td>
<td>O(qpPmn)</td>
<td></td>
<td></td>
<td></td>
<td>NoutO(qpPmn)</td>
</tr>
<tr>
<td></td>
<td>G(·), G^T(·)</td>
<td>O(2qpPmn)</td>
<td></td>
<td></td>
<td></td>
<td>Nout = 3</td>
</tr>
<tr>
<td>Intra-GSR</td>
<td>SVD</td>
<td>O(qpIterNumN_G Bsr^2)</td>
<td></td>
<td></td>
<td>O(qpIterNumN_G Bsr^2)</td>
<td>5552.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>IterNum = 100</td>
</tr>
</tbody>
</table>

The operators needed for decoding are listed for each algorithm where transpose (T) indicates the adjoint operation. Since we adopt random partial WH sensing (±1 entries), the CS operation Φ requires only additions. The gradient operation G(·) calculates the intensity difference of two adjacent pixels, and therefore, it also requires additions only. D(·) and M(·) are the DC and MC predictors, respectively, which are each performed via pixel-by-pixel bilinear interpolation from four surrounding pixels. This computation is dominated by the solution of a 4 x 4 linear equation with complexity 4^3 multiplications and 3 additions at most. The disparity fields, (Δ_h_{t,k}^{-1}, Δ_v_{t,k}^{-1}), (Δ_h_{t,k}^{-1}, Δ_v_{t,k}^{-1}), and motion fields, (σ_{h_{t,k}}^{-1}, σ_{v_{t,k}}^{-1}), are estimated by the OF algorithm, which solves a set of linear equations of size 2mn x 2mn by the conjugate gradient method with complexity O((2mn)^2). For MC-DWT, Ψ(·) denotes the 2D wavelet transform that requires O(max(m^2, m^2n)) multiplications for an m x n frame.

The proposed DMC-ATV2D and DMC-residue, MC-ATV2D, and MC-DWT algorithms all iterate between: 1) ME (or motion- and disparity-estimation) and 2) MC (or DMC) ATV (or DWT) minimization. We call such iterations “outer” iterations. Step 2) is the core optimization program (DMC ATV minimization in (21) for the proposed DMC-ATV2D scheme, MC ATV minimization for MC-ATV2D, MC DWT minimization for MC-DWT, residue ATV minimization for DMC-residue, and ATV minimization for Intra-ATV2D) that is solved by minimizing an augmented Lagrangian function, which iterates between updating the variables and the Lagrangian multipliers. We call such iterations “inner” iterations. For Intra-ATV2D, only “inner” iteration is required since DE (or ME) is not needed. If Nout is the number of outer iterations and Nin is the number of inner iterations, the total complexity in terms of additions and multiplications, respectively, is summarized in Table IV for all algorithms. Our studies conclude that all algorithms have the same complexity in terms of additions, which is dominated by the CS operation Φ, except for Intra-ATV2D that only requires inner iterations. In addition, the proposed DMC-ATV2D that simultaneously considers motion and disparity has approximately twice the number of multiplications compared with MC-ATV2D, which only considers motion. MC-DWT also considers motion only, and hence the number of multiplications it requires is less than the proposed DMC-ATV2D. However, compared with MC-ATV2D, MC-DWT performs 2D-DWT (Ψ and its adjoint Ψ^T) that requires multiplications, while MC-ATV2D performs a gradient operation (G and its adjoint G^T) that requires additions only. As a result, MC-DWT has higher complexity than MC-ATV2D. Furthermore, multiplication operations
required by DMC-residue are less than DMC-ATV2D since MC prediction $M(\cdot)$ and DC prediction $D(\cdot)$ are performed in the outer iteration, while the proposed DMC-ATV2D scheme executes these operations in the inner iteration.

The Intra-GSR decoder [27] reconstructs each image independently. It partitions an $m \times n$ image into $N_G$ overlapping patches of size $\sqrt{B_x} \times \sqrt{B_y}$. For each patch, it searches for $c$ most correlated patches surrounding it and forms a group/matrix of vectorized patches of size $B_x \times c$. For each group of patches, a dictionary is learned via singular value decomposition (SVD) with complexity $O(Bc^2)$ followed by $\ell_\infty$-norm minimization that recovers the group of patches from the CS measurements with the learned dictionary. If $\text{IterNum}$ is the number of iterations between SVD dictionary learning and group-of-patches recovery, the total complexity of Intra-GSR in terms of multiplications is $O(qp\text{IterNum}N_G Bc^2)$ for all $q$ views and $p$ frames in the 4D video data. The experiments show that our proposed DMC-ATV2D scheme only needs $N_{\text{out}} = 3$ outer iterations until convergence, while the Intra-GSR decoder usually needs $\text{IterNum} > 100$. The last column of Table IV shows the average decoding time per image in our experiments. $N_{\text{out}} = 3$ is adopted for the proposed DMC-ATV2D and the existing iterative algorithms DMC-residue, MC-ATV2D, and MC-DWT, while $\text{IterNum} = 100$ is adopted for Intra-GSR. Our proposed DMC-ATV2D decoder is significantly faster than the Intra-GSR decoder.

VII. CONCLUSION

We proposed a novel joint reconstruction algorithm for multiview video reconstruction from independently compressed-sensed frames and views. The decoder simultaneously utilizes intra-frame, inter-frame, and temporal correlations to enhance signal sparsity. The decoder consists of an initial independent frame reconstruction stage (which performs simple 2D ATV minimization frame recovery) and a follow-up joint decoding stage. The joint decoding stage iterates between DE among the multiple views, ME along the temporal direction, and a DMC ATV minimization step. Since both inter-view and temporal sparsity is considered, as well as intra-frame sparsity, the reconstruction quality is significantly improved compared with existing CS multiview video reconstruction algorithms, such as independent frame 2D ATV minimization, MC 2D-ATV (or 2D-DWT $\ell_1$-norm) minimization, DMC residue recovery, and intra-frame group sparse representation approach. At the same time, the proposed DMC-ATV2D decoder is robust to a certain degree of occlusion/corruption in the multiview video data as demonstrated by experimental studies.
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