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ABSTRACT
In recent years, the fairness in information retrieval (IR) system
has received increasing research attention. While the data-driven
ranking models achieve significant improvements over traditional
methods, the dataset used to train such models is usually biased,
which causes unfairness in the ranking models. For example, the
collected imbalance dataset on the subject of the expert search usu-
ally leads to systematic discrimination on the specific demographic
groups such as race, gender, etc, which further reduces the expo-
sure for the minority group. To solve this problem, we propose a
Meta-learning based Fair Ranking (MFR) model that could allevi-
ate the data bias for protected groups through an automatically-
weighted loss. Specifically, we adopt a meta-learning framework to
explicitly train a meta-learner from an unbiased sampled dataset
(meta-dataset), and simultaneously, train a listwise learning-to-rank
(LTR) model on the whole (biased) dataset governed by “fair" loss
weights. The meta-learner serves as a weighting function to make
the ranking loss attend more on the minority group. To update the
parameters of the weighting function and the ranking model, we
formulate the proposed MFR as a bilevel optimization problem and
solve it using the gradients through gradients. Experimental re-
sults on several real-world datasets demonstrate that the proposed
method achieves a comparable ranking performance and signifi-
cantly improves the fairness metric compared with state-of-the-art
methods.

CCS CONCEPTS
• Information systems→ Learning to rank; • Social and pro-
fessional topics→ Codes of ethics.
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Figure 1: Illustration of the predicted rankings distribution
of the protected groups (female students, African American
students) on the two different datasets. We report Kendall’s
Tau as the ranking metric. The proposed MFR model ranks
the items from the protected groups higher compared to List-
Net [5], which indicates that the MFR improves the protected
attribute’s exposure with unbiased ranking performance.

1 INTRODUCTION
Recently, the fairness in information retrieval (IR) system has at-
tracted more and more attention [17, 18, 23]. The ranking models
aim to give the relevant scores for the items under the query, and
the top items with the highest scores will be delivered to the users.
These ranking models are generally data-driven, which means the
models will observe particular patterns in the training dataset and
make predictions based on them. However, when the subject of the
ranking problem is about the expert search or the job recommenda-
tion, the systematic biases from the dataset – usually stemming from
a biased data distribution – will introduce unfairness in the trained
model. For example, the traditional LTR model such as ListNet [5]
will “discriminately" assign lower weights to the minority group
due to the data bias (see Fig. 1). As addressed by Friedman [10], the
historic discrimination to the socially underrepresented group in
the dataset will make its way into the model as the pattern will be
observed during the training process. The unfairness problem could
be summarized as the disparate exposure [21] as the disadvantaged
protected group is not treated as equally as the advantaged group
in the dataset. This disparate exposure could lead to a negative
impact on many real-world ranking problems, such as the unequal
opportunity in the job market for the underrepresented group.

To solve the unfairness problem, tremendous research efforts
have been made in designing fairness-aware algorithms, among
which, the fairness ranking models can be categorized as the score-
based and supervised ones. For score-based models, there are the
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Rank-aware proportional representation [18], the Constrained rank-
ing maximization [6], etc. Some score-based models aim to correct
the bias in the training data, and the others aim to adjust the pre-
diction scores for better fairness. There are also supervised models,
such as DELTR [21], FA*IR [20], etc, which could learn a fair model
from the biased dataset. In general, the ranking models focus on dif-
ferent mitigation points such as the post-, in-, and pre-processing
of the model training. Although the in-processing models have
achieved good performance on the fairness metric, there is still the
limitation as the model is learned from the biased dataset. Thus,
the meta-learning could benefit the aforementioned problem by
training a meta-learner on a meta-dataset. The meta-dataset is
collected uniformly without any bias, which would train a fair
meta-learner so that the ranking model could learn from it. For
general fairness problems such as training the classification model
on a biased dataset, researchers have applied the Model-Agnostic
Meta-Learning (MAML) [9]. For example, the Meta-Weight-Net
[13] proposed to explicitly learn a weighting function from the
meta-dataset which is updated simultaneously with the classifier.
However, meta-learning is still under-explored for the fairness-
aware ranking problems.

In this study, we propose a meta-learning framework to for-
mulate the fairness-aware ranking task as a bilevel optimization
problem, where the upper-level is the meta-trainer and the lower-
level is the ranking model. That is, we can train a meta-learner
on the meta-dataset which could help the ranking model to learn
fairly on the biased dataset. The meta-dataset is a small unbiased
dataset, which is collected by uniformly sampling from the train-
ing dataset under all queries for both the protected group and the
unprotected group. In detail, at each training iteration, we use the
ranking model and the ranking loss function to compute the loss
values for each data sample from the training dataset. Then we
train a multi-layer neural network as the weighting function to re-
weight the loss values, and the weighting function is optimized by
the weighted loss values on the meta-dataset. Since the weighting
function which is the meta-learner is subject to the ranking models,
our goal is to optimize the loss’ weights (given by the meta-learner)
to achieve fairness on the training dataset. Intuitively, we can see
the loss’ weight as the hyperparameter which could be learned,
and we train a meta-learner to tune the hyperparameter on the
meta-dataset. Such the training process could also be referred to as
the bilevel optimization as the learned parameters of the ranking
model depend on the parameters of the meta-learner. To the best of
our knowledge, we propose the first meta-learning approach to fair
ranking. In summary, this paper makes the following contributions:

• We propose a general meta-learning framework for the fair-
ness ranking called Meta-learning based Fair Ranking (MFR)
that addresses the data bias by automatically re-weighting
the ranking losses.
• We formulate the MFR as a bilevel optimization problem and
solve it using gradients through gradients.
• Experiments on the real-world datasets demonstrate that
the proposed method achieves a comparable ranking perfor-
mance and significantly improves the fairness metric com-
pared with state-of-the-art methods.

2 RELATEDWORK
Fairness on Ranking. Among the ranking models, Zehlike et al.
[23] summarised them into the score-based models and supervised
learning models. For the score-based models, Yang et al. [17, 18],
Celis et al. [6], and Stoyanovich et al. [15] proposed different ways to
intervene on the score outcomes to reduce unfairness. Kleinberg et
al. [11] proposedmodels to intervene in the score distributionwhich
correct the scores in the training data for the bias. Also, Asudeh et
al. [1] designed a fair ranking function that takes an ordering of
the items as input and outputs the fairness metric results.

For the supervised models, Lahoti et al. [12] proposed a pre-
processing approach to learn the fair training data, which would
help to train an unbiased model. For the in-processing models,
DELTR [21] is a listwise LTR loss function with the unfairness mea-
sure so that the model is optimized for both the ranking metrics
and the fairness metric. Specifically, DELTR [21] aims to address
potential issues of discrimination and unequal opportunity in rank-
ings at training time. Beutel et al. [2] proposed a pairwise fairness
metric and uses it as a regularizer to encourage improving this
metric during the ranking model training. For the post-processing
models which usually re-rank the model’s prediction, Zehlike et
al. [20] proposed the FA*IR to assure the number of candidates
from the protected group is above the minimum requirement in the
ranking. Zehlike et al. [22] also proposed the CFA𝜃 which enables
a continuous interpolation between different fairness definitions.
Biega et al. [3] proposed an algorithm that optimizes equity of user
attention with the relevance loss. All of the fairness ranking models
mentioned above are designed in the traditional machine learn-
ing fashion, whereas our proposed method takes advantage of the
meta-learning. With the meta-learning, we formulate the MFR as a
bilevel optimization problem and solve it using gradients through
gradients. In this way, we utilize a uniformly sampled meta-dataset
to train a meta-learner which could help the ranking model to learn
fairly on the biased training dataset.

Meta-Learning on Fairness. Zhao et al. [25] proposed the Fol-
low the Fair Meta Leader (FFML) which could learn an online fair
classification model’s primal with good accuracy and the dual pa-
rameters that are associated with fairness. Then Zhao et al. [26]
proposed the Primal-Dual Fair Meta-learning to learn a good initial-
ization of the model throughmeta-learning so that the model adapts
to the new fair learning task quickly. For the unbiased multi-class
classification problem, Zhao et al. [24] developed a few-shot discrim-
ination prevention learning model based on the MAML. To learn
fairly from minimal data on a new task, Slack et al. [14] proposed
the Fair-MAML to expand the famous meta-learning framework
MAML such that each task includes a fairness regularization term
and fairness hyperparameter in the task losses. In addition, Chen
et al. [7] proposed the AutoDebias that unifies various biases from
the risk discrepancy perspective and applies meta-learning on the
recommender system to optimize the debiasing parameters using
a set of uniform data. However, the model only focused on the
recommender system, and the meta-learning on fairness ranking
is not a well-researched field. Unlike AutoDebias, our proposed
method focuses on the ranking problem, which provides a general
framework to address the data bias.
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Figure 2: MFR learning algorithm flowchart (steps 4 and 6 in Algorithm 1). Note that 𝑓 (·;𝑤) is the ranking model, 𝑔(·;𝜃 ) is the
meta-learner, 𝑏 is the batch size for the training dataset, 𝑑 is the batch size for the meta-dataset, and 𝛼 and 𝛽 are the learning
rates. At each iteration, we firstly update 𝜃 in the meta-learner using Eq. (8) with the meta-dataset, and then we update𝑤 in the
ranking model using Eq. (9) with the training dataset.

3 META-LEARNING BASED FAIR RANKING
We aim to train a fairness-aware ranking model that could achieve
good performance on both utility and fairness metrics. To do that,
we tune the ranking model’s loss weights values to make the model
emphasize more on the protected group than the unprotected one
during the ranking inference. Instead of using the fixed weights, we
utilize a meta-dataset which is sampled from the original training
dataset with an unbiased distribution and smaller size to train a
meta-learner as a weighting function. The meta-learner could guide
the ranking model to learn fairly.

Given the training dataset with a set of queries Q𝑡𝑟𝑎𝑖𝑛 with
|Q𝑡𝑟𝑎𝑖𝑛 | = 𝑚 and a set of items D𝑡𝑟𝑎𝑖𝑛 with |D𝑡𝑟𝑎𝑖𝑛 | = 𝑛. Each
query 𝑞 from Q𝑡𝑟𝑎𝑖𝑛 is associated with a list of item candidates
𝑑 (𝑞) from D𝑡𝑟𝑎𝑖𝑛 , and each item is represented as a feature vector
𝑥
(𝑞)
𝑖

. For each query 𝑞, the feature vector 𝑥 (𝑞) is associated with the
relevance score 𝑦 (𝑞) . Let 𝑓 (𝑥 (𝑞) ;𝑤) be the ranking model and 𝑤
represent all the learnable parameters in 𝑓 . Then the output of the
rankingmodel could be denoted as𝑦 (𝑞) = 𝑓 (𝑥 (𝑞) ;𝑤). Generally, we
learn the optimized parameters𝑤∗ by min𝑤 1

𝑚

∑𝑚
𝑖=1 L(𝑦

(𝑞)
𝑖

, 𝑦
(𝑞)
𝑖
)

andL could be used as any ranking loss functions. However, equally
treating L to each sample could lead the ranking model 𝑓 unfair
to minority groups since the heavy data bias issue in the training
dataset. To address this challenge, we introduce a meta-learner
𝑔(·;𝜃 ), parameterized by 𝜃 , to adaptively tune loss weights for each
sample to achieve a fair exposure over diversity. Thus, we rewrite
the training loss as the following:

L𝑡𝑟𝑎𝑖𝑛 (𝑤 ;𝜃 ) = 1
𝑚

𝑚∑︁
𝑖=1

𝜙𝑖L𝑖 (𝑤) =
1
𝑚

𝑚∑︁
𝑖=1

𝜙𝑖L(𝑦 (𝑞)𝑖
, 𝑦
(𝑞)
𝑖
), (1)

where 𝑦 (𝑞)
𝑖

= 𝑓 (𝑥 (𝑞)
𝑖

;𝑤) represents the model output, and 𝜙𝑖 ∈
[0, 1] represents the 𝑖-th sample’s loss weight given by the proposed
meta-learner 𝑔(·;𝜃 ). Notably, L𝑡𝑟𝑎𝑖𝑛 (𝑤 ;𝜃 ) governed by the meta-
learner’s output weights is conditioning on a fixed 𝜃 and used for
updating the ranking model’s parameter𝑤 . For convenience, we
denote L𝑖 (𝑤) as the original loss value of the 𝑖-th training data
sample output from the ranking loss L. Following [13], we develop
the meta-learner 𝑔 as a multi-layer neural network, which takes as

Algorithm 1 The MFR Learning Algorithm

Input: Training dataset Q𝑡𝑟𝑎𝑖𝑛 ,D𝑡𝑟𝑎𝑖𝑛 , meta-dataset Q𝑚𝑒𝑡𝑎 ,D𝑚𝑒𝑡𝑎 ,
batch size 𝑏,𝑑 , max iterations𝑇 .

Output: Classifier network parameter 𝑤 (𝑇 )

1: Initialize ranking model’s parameter 𝑤 (0) and the meta-learner’s pa-
rameter 𝜃 (0) .

2: for 𝑡 = 0 to𝑇 − 1 do
3: {𝑥𝑞𝑚𝑒𝑡𝑎 , 𝑦𝑞𝑚𝑒𝑡𝑎 } ← SampleMiniBatch(Q𝑚𝑒𝑡𝑎,D𝑚𝑒𝑡𝑎, 𝑑).
4: {𝑥𝑞𝑡𝑟𝑎𝑖𝑛 , 𝑦𝑞𝑡𝑟𝑎𝑖𝑛 } ← SampleMiniBatch(Q𝑡𝑟𝑎𝑖𝑛,D𝑡𝑟𝑎𝑖𝑛, 𝑏).
5: Update ˆ𝑤 (𝑡 ) (𝜃 ) by Eq. (4) with {𝑥𝑞𝑡𝑟𝑎𝑖𝑛 , 𝑦𝑞𝑡𝑟𝑎𝑖𝑛 }.
6: Update 𝜃 (𝑡+1) by Eq. (9) with {𝑥𝑞𝑚𝑒𝑡𝑎 , 𝑦𝑞𝑚𝑒𝑡𝑎 }.
7: Update 𝑤 (𝑡+1) by Eq. (10) with {𝑥𝑞𝑡𝑟𝑎𝑖𝑛 , 𝑦𝑞𝑡𝑟𝑎𝑖𝑛 }.
8: end for

input a loss value, and instantiate 𝑔 as

𝜙𝑖 = 𝑔
(
L𝑖 (𝑤);𝜃

)
= 𝑔

(
L𝑖

(
𝑦 (𝑞) , 𝑓 (𝑥 (𝑞) ;𝑤)

)
;𝜃
)
, (2)

where 𝑖 could be a sample from either the training dataset or
the meta-dataset. We set the last-layer’s activation function in 𝑔

as a sigmoid so that the range of the output lies between 0 and 1.
Eventually, we define a meta training loss function as

L𝑚𝑒𝑡𝑎 (𝑤 (𝜃 )) = 1
𝑠

𝑠∑︁
𝑖=1
L𝑖 (𝑤 (𝜃 )). (3)

Here we update the parameters of the ranking network by doing
the gradient decent on a batch of a training data with the loss
function in Eq. (1), and we can define𝑤 (𝜃 ) as:

�̂� (𝑡 ) (𝜃 ) = 𝑤 (𝑡 ) − 𝛼 1
𝑏

𝑏∑︁
𝑖=1

𝑔
(
L𝑡𝑟𝑎𝑖𝑛
𝑖 (𝑤 (𝑡 ) );𝜃

)
∇𝑤L𝑡𝑟𝑎𝑖𝑛

𝑖 (𝑤) (4)

To train themeta-learner, we need to sample a small meta-dataset
with Q𝑚𝑒𝑡𝑎 and D𝑚𝑒𝑡𝑎 . The meta-dataset represents the meta-
knowledge of the true distribution of the protected group and the
other group, where |Q𝑚𝑒𝑡𝑎 | = 𝑠 ≪𝑚 and |D𝑚𝑒𝑡𝑎 | = 𝑟 ≪ 𝑛. In the
meta-dataset, we denote the feature vector of each item as 𝑥 (𝑞𝑚𝑒𝑡𝑎)

and the relevance score as𝑦 (𝑞𝑚𝑒𝑡𝑎) given a query𝑞𝑚𝑒𝑡𝑎 fromQ𝑚𝑒𝑡𝑎 .
Similar to L𝑡𝑟𝑎𝑖𝑛

𝑖
(𝑤), we denote L𝑚𝑒𝑡𝑎

𝑖

(
𝑤 (𝜃 )

)
as the loss value for

each meta-dataset sample. The goal of the meta-learner 𝑔(·;𝜃 ) is to
leverage the unbiased meta-dataset to learn how to re-weight the
loss values to train the model 𝑓 (·;𝑤) on the biased dataset. Since



W3C Experts
(gender)

Engineering Students
(high school type)

Engineering
Students (gender)

Law Students
(gender)

Law Students
(race)

P@10 Fairness K. Tau Fairness K. Tau Fairness K. Tau Fairness K. Tau Fairness
ListNet [5] 0.178 0.759 0.390 1.070 0.384 0.858 0.202 0.931 0.184 0.853

Lambdamart [4] 0.095 0.738 0.355 1.002 0.326 0.907 0.199 0.979 0.156 0.847
DELTR 𝛾𝑠𝑚𝑎𝑙𝑙 [21] 0.178 0.785 0.390 1.075 0.384 0.860 0.201 0.958 0.173 0.874
DELTR 𝛾𝑙𝑎𝑟𝑔𝑒 [21] 0.180 0.827 0.391 1.075 0.370 0.976 0.188 0.993 0.130 1.014
FA*IR post [20] 0.178 0.824 0.390 1.070 0.384 0.886 0.182 0.965 0.140 0.944
FA*IR pre [20] 0.180 0.770 0.374 1.020 0.360 0.942 0.203 0.931 0.161 0.895
MFR-ListNet 0.115 0.775 0.385 0.990 0.385 0.855 0.225 0.901 0.182 0.848

MFR 0.126 0.830 0.391 1.086 0.352 1.052 0.225 1.015 0.184 1.654
Table 1: Experimental results. To measure fairness, we compute the exposure ratio between the protected and the non-protected
group, so the values greater than 1.0 indicate greater visibility for the protected group and vice versa. For the ranking metric,
higher Kendall’s Tau / Precision@10(P@10) scores indicate better performance. The bold text indicates the model with the best
performance, and the results show that the MFR model is better on the fairness metrics with comparable performance on the
ranking metrics against other state-of-the-art models.

𝑤 is a function of 𝜃 , we naturally formulate the proposed MFR as a
bilevel optimization problem and give the objective function as

min
𝜃
L𝑚𝑒𝑡𝑎 (𝑤∗ (𝜃 ))

s.t.𝑤∗ (𝜃 ) = argmin
𝑤

L𝑡𝑟𝑎𝑖𝑛 (𝑤 ;𝜃 ).
(5)

Loss Functions. The proposed MFR jointly considers utility
and fairness metrics by developing a listwise ranking loss with an
exposure term following the DELTR loss [21], given by

L(𝑦 (𝑞) , 𝑦 (𝑞) ) = ℓ (𝑦 (𝑞) , 𝑦 (𝑞) ) + 𝛾𝑈 (𝑦 (𝑞) ), (6)

where𝑈 (𝑦 (𝑞) ) is a listwise fairness measurement, ℓ (𝑦 (𝑞) , 𝑦 (𝑞) ) is a
listwise loss based on Cross Entropy [5], and 𝛾 > 0 is a balancing
parameter. To obtain optimal parameters𝑤∗ and 𝜃∗, we minimize
the training loss by

𝑤∗ (𝜃 ) = argmin
𝑤

L𝑡𝑟𝑎𝑖𝑛 (𝑤 ;𝜃 ) = 1
𝑚

𝑚∑︁
𝑖=1

𝜙𝑖L𝑡𝑟𝑎𝑖𝑛
𝑖 (𝑤), (7)

and the loss for the meta-learner by

𝜃∗ = argmin
𝜃

L𝑚𝑒𝑡𝑎 (𝑤∗ (𝜃 )) = 1
𝑠

𝑠∑︁
𝑖=1
L𝑚𝑒𝑡𝑎
𝑖

(
𝑤∗ (𝜃 )

)
. (8)

Parameters Update. At each step 𝑡 , we compute the weighted
loss values with 𝜃𝑡 and𝑤𝑡 , and update 𝜃 with the loss of the ranking
model on the meta-dataset as the following:

𝜃 (𝑡+1) = 𝜃 (𝑡 ) − 𝛽 1
𝑑

𝑑∑︁
𝑖=1
∇𝜃L𝑚𝑒𝑡𝑎

𝑖

(
𝑤 (𝑡 ) (𝜃 )

)
, (9)

where 𝛽 is the learning rate, 𝑑 is the batch size of the meta-dataset.
After we have the 𝜃 (𝑡+1) , we update𝑤 as the following:

𝑤 (𝑡+1) (𝜃 ) = 𝑤 (𝑡 ) − 𝛼 1
𝑏

𝑏∑︁
𝑖=1

𝜙𝑖∇𝑤L𝑡𝑟𝑎𝑖𝑛
𝑖 (𝑤), (10)

where 𝛼 is the learning rate and 𝑏 is the batch size of the training
dataset.We adopt an alternating optimization strategy [13, 16, 19] to
implement Eq. (9) and Eq. (10) instead of using nested optimization
loops. The whole training process is summarized in Algorithm 1.

Although we consider the DELTR loss as the objective function
of the ranking model, we could also use other fair ranking losses
here. Besides the disparate exposure, there are other biases in the
common ranking dataset such as selection bias and position bias.
The model aims to provide a general meta-learning framework that
can handle any fair ranking problems.

4 EXPERIMENTS
In the experiments, we train and evaluate the model on the three
real-world datasets used in DELTR [21]. We study both the rank-
ing and fairness metrics of our approach compared to other base-
line models. The baseline models include the following: (i) ListNet
[5]; (ii) Lambdamart [4]; (iii) the DELTR model with 𝛾𝑠𝑚𝑎𝑙𝑙 and
𝛾𝑙𝑎𝑟𝑔𝑒 which is the same setting as in [21]; (iv) the FA*IR [20] pre-
processing approach that creates the fair dataset and trains on it;
(v) the FA*IR post-processing approach that reorders the prediction
results to ensure the fairness; (vi) MFR with different 𝛾 on a dif-
ferent dataset; (vii) MFR with the ListNet loss (MFR-ListNet). The
code is available at https://github.com/ywang4/A-Meta-learning-
Approach-to-Fair-Ranking.

For a fair comparison, we follow the same settings1 as described
in DELTR [21] to split the dataset and generate the item features.
We use the following datasets: (i) W3C Experts (gender); (ii) Engi-
neering Students (high school); (iii) Engineering Students (Gender);
(iv) Law Students (gender); (v) Law Students (race). In the W3C
Experts dataset, the task is the expert search originated from TREC
2005 Enterprise Track [8]. The protected attribute is female, and
there are 200 items per query with an average of 21.5 items from
the protected group. In the Engineering Students dataset, the task
is the academic performance prediction, and the dataset contains
anonymized historical information of college students. For the high
school dataset, the protected attribute is public high school, and
there are 480.6 items per query with 167.6 items from the protected
group on average. For the gender dataset, the protected attribute is
female, and there are 480.6 items per query with 97.6 items from the
protected group on average. In the Law Students dataset, the task is
also the academic performance prediction. For the gender dataset,

1https://github.com/MilkaLichtblau/DELTR-Experiments
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Figure 3: The plot of the variation of learned weight over
the two training datasets. The weight difference is computed
as 𝜙𝑡diff = 1

𝑚

∑𝑚
𝑖=1 𝜙

𝑡
𝑖
− 𝜙𝑡−1

𝑖
, and we plot the 𝜙𝑡diff over the

training epochs. As shown in the plot, the weighting function
is converging as the different values of weights between each
epoch are decreasing to 0.0.

the protected attribute is female, and there is a total of 21791 items
with 9537 items from the protected group. For the race dataset, the
protected attribute is black, and there is a total of 19567 items with
1282 from the protected group. The queries are technical topics
for the W3C dataset and academic years for the other datasets.
For a fair comparison, we adapt the same evaluation metrics as
[21]. To split the datasets, we have 50 queries for training and 10
queries for testing in the W3C dataset, 4 queries for training and 1
query for testing in the Engineering Students dataset, and 80% for
training and 20% for testing in the Law Students dataset. We use
Precision@10 (P@10) for the W3C dataset and Kendall’s Tau for
other datasets to evaluate the ranking performance. To measure
fairness, we compute the exposure ratio between the protected and
the non-protected group. Thus, in the fairness metric, values greater
than 1.0 indicate greater visibility for the protected group and vice
versa. As described in Sec. 3, the meta-dataset is required for our
approach. Since the protected attribute in all datasets is binary,
we perform random uniform sampling to collect the meta-dataset.
Specifically, we randomly sample the same amount of data for the
items from each query for each protected group and non-protected
group.

Settings. In general, for the weighting function, we set the up-
date frequency of the parameter 𝜃 to be per 2 steps, the optimizer
to be SGD, the momentum to be 0.98, the learning rate to be 0.02,
the hidden layer dimension to be 30, and the number of hidden
layers to be 3. For the ranking model, we set the learning rate for all
datasets to be 0.005 except for W3C data to be 0.0005, the optimizer
to be SGD, the momentum to be 0.95, and the weight decay to be
0.005. The values of 𝛾 and training epoch vary for different datasets:
W3C dataset uses 𝛾 = 500 and 100 epochs, Engineering Students
(high school) uses 𝛾 = 5000 and 500 epochs, Engineering Students
(Gender) uses 𝛾 = 500 and 100 epochs, Law Students(gender) uses
𝛾 = 1200 and 3000 epochs, and Law Students (race) uses 𝛾 = 50000
and 100 epochs.

Results Analysis. As shown in Tab. 1, our approach performs
better in terms of the fairness metrics on all datasets than both the
DELTR 𝛾𝑠𝑚𝑎𝑙𝑙 and DELTR 𝛾𝑙𝑎𝑟𝑔𝑒 . The DELTR 𝛾𝑠𝑚𝑎𝑙𝑙 and DELTR
𝛾𝑙𝑎𝑟𝑔𝑒 models use different scales of 𝛾 values to weight the exposure
measure in the loss function. With the meta learner, we can achieve
higher fairness metrics by re-weighting the loss distribution during
the training process. The intuition behind the observation is that
the imbalanced pattern among the training data is observed and
corrected by the meta learner. For the ranking metrics, we have
similar or better results on all datasets except theW3C dataset. Since
ListNet and Lambdamart do not consider any fairness measure
during the training, the results are as expected that the fairness
metrics are worse than the fairness ranking models. In addition, we
train the MFR-ListNet that has the standard listwise ranking loss in
the framework. The evaluation results show the worse performance
on both the ranking and fairness metrics. As listwise loss does not
consider the exposure measure, the meta-dataset that has a different
data distribution as the training dataset has a negative effect on the
meta-learner during the re-weighting process. Thus, we conclude
that the meta-learning approach could help the model to further
improve the fairness metrics compare to the model with only the
DELTR loss function.

In Fig. 1, we plot the histogram of ranks on the protected at-
tributes from the different models. From the plot, we can see the
distribution of the predicted ranks shifts from right to left, which
indicates the MFR model generally ranks the items from the pro-
tected group higher compared to ListNet. Note that at the plot, 1
means the top rank, so when more data samples fall in the bins at
the left, the items receive higher ranks. The plot also agrees with
the evaluation results. As we see that there is a large difference in
Fig. 1b, the fairness metric of MFR on Law Students (race) dataset
is about two times than that of ListNet.

In Fig. 3, we plot the variation of the learned weight for the
training data. The plots show that the weighting function is con-
verging as the different values of weights between each epoch are
decreasing to 0. As suggested in Meta-Weight-Net [13], we use the
multi-layer neural network as the weighting function because the
multi-layer neural network is known as a universal approximator
for the most continuous functions. The convergence shown in the
plots indicates the successful learning process on the weighting
function.

5 CONCLUSION AND FUTUREWORK
In this paper, we have proposed a Meta-learning based Fair Rank-
ing (MFR) model to improve the minority group’s exposure. Our
experiments on the real-world datasets demonstrate that our ap-
proach could achieve better fairness metrics compared to the fair
ranking model without the meta-learning part. In the future, we
will continue to study a better way to collect the meta-dataset as it
is the key part to successfully training the weighting function.
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