Do Large Language Models Rank Fairly? An Empirical Study on the Fairness of LLMs as Rankers

Yuan Wang  
Santa Clara University  
Santa Clara, CA  
ywang4@scu.edu

Xuyang Wu  
Santa Clara University  
Santa Clara, CA  
xwu5@scu.edu

Hsin-Tai Wu  
DOCOMO Innovations, Inc.  
Sunnyvale, CA  
hwu@docomoinnovations.com

Zhiqiang Tao  
Rochester Institute of Technology  
Rochester, NY  
zhiqiang.tao@rit.edu

Yi Fang*  
Santa Clara University  
Santa Clara, CA  
yfang@scu.edu

Abstract

The integration of Large Language Models (LLMs) in information retrieval has raised a critical reevaluation of fairness in the text-ranking models. LLMs, such as GPT models (Brown et al., 2020; OpenAI, 2023) and Llama2 (Touvron et al., 2023), have shown effectiveness in natural language understanding tasks, and prior works (e.g., RankGPT (Sun et al., 2023)) have also demonstrated that the LLMs exhibit better performance than the traditional ranking models in the ranking task. However, their fairness remains largely unexplored. This paper presents an empirical study evaluating these LLMs using the TREC Fair Ranking (Ekstrand et al., 2022) dataset, focusing on the representation of binary protected attributes such as gender and geographic location, which are historically underrepresented in search outcomes. Our analysis delves into how these LLMs handle queries and documents related to these attributes, aiming to uncover biases in their ranking algorithms. We assess fairness from both user and content perspectives, contributing an empirical benchmark for evaluating LLMs as the fair ranker.

1 Introduction

The emergence of Large Language Models (LLMs) like GPT models (Brown et al., 2020; OpenAI, 2023) and Llama2 (Touvron et al., 2023) marks a significant trend in multiple fields, ranging from natural language processing to information retrieval. In the ranking challenges, LLMs have shown demonstrated performance. Research, such as RankGPT (Sun et al., 2023) and PRP (Qin et al., 2023), highlights the proficiency of GPT models in delivering competitive ranking results, surpassing traditional neural ranking models in precision and relevance. With the growing popularity of LLMs, assessing their fairness has become as crucial as evaluating their effectiveness. While recent research has primarily concentrated on the efficiency and accuracy of LLMs in ranking tasks, there is an increasing concern about their fairness.

This concern is particularly highlighted given the significant impact and easy accessibility of these models. Prior studies in natural language processing (Hutchinson et al., 2020; Perez et al., 2022; Abid et al., 2021) and recommendation systems (Zhang et al., 2023) have shown the un-
fair treatment towards underrepresented groups by LLMs. Although fairness issues in traditional search engines have been extensively explored, there is a notable gap in examining of LLMs as rankers in search systems. Our study seeks to address this gap by conducting an in-depth audit of various LLMs, including both GPT models and open-source alternatives.

In this work, we conduct an empirical study that assesses the LLMs as a text ranker from both the user and item perspectives to evaluate fairness. We investigate how these models, despite being trained on vast and varied datasets, might unintentionally mirror social biases in their ranking outcomes. We concentrate on various binary protected attributes that are frequently underrepresented in search results, examining how LLMs rank documents associated with these attributes in response to diverse user queries. Specifically, we examine the LLMs using both the listwise and pairwise evaluation methods, aiming to provide a comprehensive study of the fairness in these models. Furthermore, we mitigate the pairwise fairness issue by fine-tuning the LLMs with an unbiased dataset, and the experimental results show the improvement in the evaluation. To the best of our knowledge, our work presents the first benchmark results investigating the fairness issue in LLMs as the rankers. In summary, this paper makes the contribution as follows:

- We build the first LLM Fair Ranking benchmark for LLM-based text rankers, incorporating the listwise and pairwise evaluation methods against binary protected attributes.
- We conduct extensive and comprehensive experiments to reveal the fairness challenges of applying LLM rankers on real-world datasets.
- We propose a mitigation strategy involving the fine-tuning of open-source LLMs using LoRA (Hu et al., 2022) to address the fairness issue observed in pairwise evaluation.

2 Related Works

2.1 Ranking with LLMs

In document ranking with LLMs, methodologies could be categorized supervised (Nogueira et al., 2019; Ju et al., 2021; Pradeep et al., 2021; Ma et al., 2023a) and unsupervised (Liang et al., 2022; Zhuang et al., 2023a; Sachan et al., 2022; Zhuang et al., 2023b) approaches. Supervised methods focus on fine-tuning LLMs with specific ranking datasets to enhance relevance assessment between queries and documents. For instance, RankLLaMa (Ma et al., 2023a) employs a decode-only strategy for relevance determination, proving effective particularly with smaller LLMs. Conversely, unsupervised techniques leverage LLMs’ inherent capabilities for ranking without additional training. These include pointwise approaches for binary or nuanced relevance labeling (Liang et al., 2022; Zhuang et al., 2023a), and zero-shot methods (Sachan et al., 2022; Zhuang et al., 2023b) that utilize log-likelihood scores for relevance estimation. Despite promising developments, listwise ranking (Sun et al., 2023; Ma et al., 2023b; Tang et al., 2023) has shown competitive results mainly with GPT-4 based methods, which are notably sensitive to document order. Additionally, pairwise strategies (Qin et al., 2023) explore ranking documents relative to queries, further diversifying the approaches within this field.

2.2 Fairness in LLMs

Research on fairness in LLMs has gained considerable traction, driven by the realization that biases present in pretraining corpora can lead LLMs to generate content that is not only harmful but also offensive, often resulting in discrimination against marginalized groups. This heightened awareness has spurred increased research efforts aimed at understanding the origins of bias and addressing the detrimental aspects of LLMs (Santy et al., 2023; Bubeck et al., 2023). Initiatives like Reinforcement Learning from Human Feedback (Ouyang et al., 2022) and Reinforcement Learning for AI Fairness (Bai et al., 2022) seek to mitigate the reinforcement of existing stereotypes and the generation of demeaning content.

Beyond existing literature, Kotek et al. (2023) test the presence of gender bias in LLMs and demonstrate the biased assumptions from LLMs. FaiRLLM (Zhang et al., 2023) critically evaluates RecLLM’s fairness, highlighting biases in ChatGPT recommendations by user attributes. Concurrently, efforts to refine LLM fairness assessments are gaining traction within the NLP community (Cheng et al., 2023; Ramezani and Xu, 2023). Studies like (Brown et al., 2020) and (Abid et al., 2021) expose biases in GPT-3’s content generation, with the latter noting a violent bias against Muslims. Shen et al. (2023) also found that LLMs may result in misleading and unreliable evaluations for abstractive summarization. Benchmarks such as
Figure 2: Proposed Evaluation Framework: This schematic diagram represents our dual evaluation methodology. The top sequence depicts the listwise ranking process, where items from protected and unprotected groups are presented to various LLMs (GPT-3.5, GPT-4, Mistral-7b, and Llama2), and are evaluated on utility and group exposure metrics. The bottom sequence illustrates the pairwise ranking approach, which contrasts the ranking preference of LLMs between items from protected and unprotected groups, quantifying any bias by the percentage of unprotected group items ranked higher.

BBQ (Parrish et al., 2022), CrowS-Pairs (Nangia et al., 2020), RealToxicityPrompts (Gehman et al., 2020), and holistic evaluations (Liang et al., 2022) further this analysis across various LLMs. DecodingTrust (Wang et al., 2023) extends this to a detailed fairness exploration in ChatGPT and GPT-4.

2.3 Fairness in Search and Ranking

Fair ranking models have been classified into score-based and supervised learning models, as outlined by Zehlike et al. (2022). Score-based models, proposed by researchers like Yang and Stoyanovich (2017), Yang et al. (2019), Celis et al. (2018), and Stoyanovich et al. (2018), intervene on score outcomes to enhance fairness. Kleinberg and Raghavan (2018) and Asudeh et al. (2019) designed models to correct training data biases and establish fair ranking functions.

In supervised models, various approaches are employed at different stages. Lahoti et al. (2019) introduced pre-processing models for unbiased model training. Zehlike and Castillo (2020) developed DELTR, the first listwise LTR loss function, combining fairness and ranking metrics. Beutel et al. (2019), Ma et al. (2022), and Haak and Schaefer (2022) contributed to in-processing models, addressing exposure bias and query fairness. Chu et al. (2021) highlighted biases in neural architecture search methods. Post-processing models, like FA*IR by Zehlike et al. (2017) and CFAθ (Zehlike et al., 2020), re-rank outputs to meet fairness metrics. Biega et al. (2018) proposed an algorithm optimizing the equity of user attention. Wang et al. (2022) proposed a meta-learning approach to train an unbiased model with a meta-learner, and Wang et al. (2024) proposed a general fair ranking framework to learn progressively on the unbiased meta-dataset with a meta-learner. Despite these advancements, there is a lack of research specifically on the fairness of LLMs as rankers.

3 LLM Fair Ranking

We define the set of queries in our dataset as $Q$, consisting of $m$ queries, and the set of items as $D$, comprising $n$ items. For each query $q \in Q$, there exists a list of item candidates $d_i(q)$ from $D$. We represent each $i$-th query-item pair with a text token vector $x_i(q)$ and an associated relevance score $y_i(q)$. Importantly, the item candidates in $D$ are annotated with a binary attribute indicating their classification as either belonging to a protected group or a non-protected group. This attribute, such as gender or race, is crucial as it highlights the potential exposure bias present in the ranking prediction process. Next, we present our evaluation benchmark dataset and introduce two fairness evaluation methods: listwise and pairwise evaluation.

3.1 Datasets

In our benchmark, we leverage datasets from the TREC Fair Ranking Track (Ekstrand et al., 2022) for the years 2021 and 2022. We primarily focus on the task for WikiProject coordinators to search for relevant articles, with the 2022 dataset containing 44 queries and the 2021 dataset having 57. For each query, we select 200 items from English Wikipedia and apply the DELTR (Zehlike and Castillo, 2020) experiment methodology to introduce a discriminatory pattern in sorting candidates.
categorizing them into four groups: 1. experts in the non-protected group, 2. experts in the protected group, 3. non-experts in the non-protected group, and 4. non-experts in the protected group. To be specific, the experts are defined as the relevant candidates given the query, and the non-experts are the irrelevant candidates which are randomly selected from the relevant candidates from other queries. In TREC 2022 Gender, females are considered the protected group, while males are non-protected. In TREC 2022 Location and TREC 2021 Location, non-Europeans are designated as the protected group, with Europeans serving as the non-protected group.

3.2 Listwise Evaluation

Our listwise evaluation assesses fairness from two perspectives: query-side and item-side, focusing on attributes like gender. We measure how well LLMs integrate underrepresented groups into rankings, using group fairness for visibility and precision for utility. Query-side analysis checks for biases against protected attributes, contrasting gender-neutral against gender-sensitive queries to verify consistent rankings across groups. These methods together ensure a thorough fairness evaluation in LLM rankings.

3.2.1 Data Construction

In our fairness evaluation dataset, we leverage the RankGPT (Sun et al., 2023) approach with a standard prompt template to capture user instructions detailing their preferences and task details. Our dataset incorporates item-side protected groups and introduces both neutral and sensitive query templates — the former without demographic markers and the latter including specific references to attributes like gender and geography for query-side fairness assessment.

Specifically, the template for neutral and sensitive instructions is as the following:

- **Neutral** You are the search system for the WikiProject coordinators as users; their goal is to search for relevant articles and produce a ranked list of articles needing work that editors can then consult when looking for work to do. Search Query: [query q]. Rank the passages based on their relevance to the search query: [item \( d_1^{(q)}, ..., d_n^{(q)} \)]

- **Sensitive** You are the search system for the [query-side sensitive attribute] WikiProject coordinators as users; their goal is to search for relevant articles and produce a ranked list of articles needing work that editors can then consult when looking for work to do. Search Query: [query q]. Rank the passages based on their relevance to the search query: [item \( d_1^{(q)}, ..., d_n^{(q)} \)]

3.2.2 Metrics

**Group Exposure Ratio:** In our listwise fairness evaluation, we define two groups of candidates within \( D \): the non-protected group \( G_0 \) and the protected group \( G_1 \), with the latter representing historically discriminated groups such as females and non-Europeans, often underrepresented in datasets. Following the methodology introduced by Singh and Joachims (2018), we measure the exposure of a candidate \( d \), represented by the text token \( x_i^{(q)} \), in a ranked list of \( n \) generated by a probabilistic ranking model \( P \), which is expressed as:

\[
\text{Exposure}(x_i^{(q)}|P) = \sum_{a=1}^{n} P_{i,a} \cdot v_a. \tag{1}
\]

Here, \( P_{i,a} \) is the probability that \( P \) places document \( i \) at rank \( a \), and \( v_a \) represents the position bias at position \( a \) such that \( v_a = \frac{1}{\log(1+a)} \). Following Zehlike and Castillo (2020), we focus on the position bias of the top position with \( v_1 \). The average exposure of candidates in a group \( G \) is then:

\[
\text{Exposure}(G|P) = \frac{1}{|G|} \sum_{x_i^{(q)} \in G} \text{Exposure}(x_i^{(q)}|P). \tag{2}
\]

Finally, we define the group exposure ratio as

\[
\frac{\text{Exposure}(G_1|P)}{\text{Exposure}(G_0|P)}. \tag{3}
\]

A ratio closer to 1.0 indicates a fairer ranking list.

3.3 Pairwise Evaluation

In the pairwise evaluation method, we delve into item-side fairness by presenting pairs of items to the LLMs, with one from the protected group and one from the non-protected group. This method includes two distinct tasks.

**Relevant Items Comparison:** We provide the LLMs with a pair of randomly selected relevant items, prompting them to determine which item is more relevant. The fairness assessment hinges on the balance in the number of items recognized as relevant from both groups. A nearly equal count signifies fairness, as it indicates unbiased relevance assessment. Fairness is quantified by the ratio of
Table 1: Listwise evaluation results. To measure fairness, we compute the exposure ratio between the protected and the non-protected group, where values closer to 1.0 indicate greater visibility for the protected group and vice versa. For the ranking metric, higher Precision@10 (P@10) scores indicate better performance. Notably, the values in the table represent the results of a single run of the experiments.

recognized relevance between the groups, with a ratio close to 1.0 signaling greater fairness.

**Irrelevant Items Comparison:** Similarly, we present pairs of irrelevant items and follow the same procedure. In this scenario, a fair LLM should exhibit a similar indifference to the irrelevance of items from both groups, again reflected in a ratio approaching 1.0.

Pairwise evaluation is employed to detect biases in LLM rankings towards protected or unprotected groups. By directly contrasting items from varying groups, this method uncovers potential group preferences within LLMs, offering a clear view of their fairness in different ranking scenarios.

### 3.3.1 Data Construction

For pairwise evaluation, we use a fixed prompt template with pairs of relevant or irrelevant items, each containing one from a protected group and one from an unprotected group. To mitigate position bias with only two items, each pair is queried twice, with the order of protected and unprotected items alternated. The template is as the following:

- You are the search system for the WikiProject coordinators as users; their goal is to search for relevant articles and produce a ranked list of articles needing work that editors can then consult when looking for work to do. Rank the two passages based on their relevance to query: \[ \text{[query]}: \text{[item]}_1, \text{[item]}_2 \].

### 3.3.2 Metrics

In our pairwise evaluation metrics, we calculate the proportion of times items from the protected and unprotected groups are ranked first. Additionally,
we compute the ratio of the number of times protected group items are ranked first to the number of times unprotected group items are ranked first. A ratio near 1.0 indicates higher fairness.

4 Results and Analysis

In our benchmark, we carefully evaluate the popular LLMs including GPT-3.5, GPT-4, Llama2-13b, and Mistral-7b (Jiang et al., 2023). This section details our analysis of their performance across both listwise and pairwise evaluations.

4.1 Listwise Evaluation Results

In our listwise evaluation, we adopt the RankGPT methodology using a sliding window strategy to extract ranking lists from the LLMs. Given that these models are trained on extensive internet corpora and the TREC datasets are derived from Wikipedia, we input only the Wikipedia page titles. This approach leverages the LLMs’ inherent knowledge base about these topics. Additionally, we include two neural rankers, MonoT5 (Nogueira et al., 2020) and MonoBERT (Nogueira and Cho, 2020), as baseline models. Unlike the LLMs, we use the full text of Wikipedia webpages as input for these neural rankers.

4.1.1 Effect of Window and Step Size

<table>
<thead>
<tr>
<th>Window</th>
<th>Step</th>
<th>P@20</th>
<th>Fairness</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
<td>0.1261</td>
<td>0.9881</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>0.1295</td>
<td>0.9634</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>0.1227</td>
<td>0.9777</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>0.1205</td>
<td>0.9628</td>
</tr>
</tbody>
</table>

Table 2: Evaluation results on different choices of window and step sizes. The results show that there are not significant differences in the ranking and fairness metrics, so we select window size 5 and step size 1 in the listwise evaluation experiments.

As shown in Table 2, we conduct additional experiments to evaluate different sets of window sizes and step sizes. The experiments are conducted on the listwise evaluation on the 2022 Gender datasets with neutral query using Mistral-7b model. We set the window size ranging from 20 to 5 and the step size from 1 to 10, following the sliding window strategy provided in RankGPT (Sun et al., 2023). Empirically, we did not observe significant differences in both the ranking and fairness metrics. Thus, we adopted a small window/step size (i.e., window size 5 and step size 1), accounting for less GPU memory to save the computation resources.

4.1.2 Item-side Analysis

In Table 1, MonoT5 and MonoBERT exhibit robust Precision@20 scores, reflecting their effectiveness in ranking. However, their fairness metrics reveal a gap in equitable gender representation, with MonoT5 slightly outperforming MonoBERT on this front. This performance discrepancy is likely because these models utilize the complete text of Wikipedia pages, providing a wealth of features that represent the items more comprehensively. On the other hand, LLMs face constraints due to the maximum token limits for input, limiting their capacity to fully exploit the extensive textual information available in the TREC datasets, thereby impacting their ranking capability.

Among LLMs, including GPT-3.5, GPT-4, Mistral-7b, and Llama2-13b, the Precision@20 scores are comparatively lower than those of neural ranking models. This may reflect the generative models’ broader focus beyond just ranking tasks. The fairness metrics for these LLMs are varied. GPT-3.5 and GPT-4 manage to stay closer to the ideal fairness ratio, indicating a more balanced treatment of gender groups. Mistral-7b, while maintaining a similar precision, falls behind in fairness, indicating a potential gender bias in ranking. Llama2-13b, although consistent in its approach to fairness, reveals room for improvement in precision.

When contrasting neural rankers with LLMs, it becomes apparent that although neural rankers demonstrate higher precision, they do not necessarily outperform LLMs in terms of fairness. This observation underscores the importance of considering fairness, particularly for users who prioritize it over precision in specific applications. Within the LLM group, there is no uniformity in achieving fairness, suggesting that the models’ training, design, and inherent biases may influence their ability to rank fairly.

4.1.3 Query-side Analysis

Analyzing the query-side fairness from the Table 1, our focus is on whether LLMs provide similar ranking performance for different query attributes (Male vs. Female, European vs. Non-European). It reveals a consistent trend across both neural ranking models and LLMs: they tend to favor female and European queries over male and Non-European
Figure 3: The predicted rankings distribution of the protected groups on the TREC datasets using the listwise evaluation. The plots reveal the ranking variability and potential biases in gender and geographic attributes, highlighting areas for improvement in fairness across the LLMs.

ones. While fairness metrics for LLMs like GPT-3.5, GPT-4, Mistral-7b, and Llama2-13b are relatively close to 1, indicating an attempt at balanced treatment, the Precision@20 scores suggest a different story, with a clear skew towards female and European queries. This observed pattern, evident in both MonoT5 and MonoBERT, points to an underlying bias that persists despite efforts to achieve equitable treatment across query attributes, underscoring the need for enhanced model training and fairness optimization.

In Figure 3, we plot the predicted ranking of the protected groups, highlighting distinct patterns in fairness and ranking performance between neural rankers and LLMs. LLMs demonstrate tighter rank distributions but exhibit biases toward certain query attributes. For example, disparities are observed in the treatment of gender and geographic attributes, with both MonoT5 and MonoBERT often ranking female and European queries more favorably, a trend also noted to varying degrees within LLMs. This suggests that while neural rankers may excel in precision, LLMs offer more consistent rankings, though neither group is devoid of fairness issues. These findings emphasize the necessity for further tuning and bias mitigation in both neural rankers and LLMs to ensure equitable treatment across all query attributes.

4.2 Pairwise Evaluation Results

In the pairwise evaluations detailed in Table 3, our focus is on assessing the fairness of various LLMs by studying how they rank pairs of items when both are considered relevant or irrelevant. The analysis aims to reveal whether these models display biases toward items from specific groups. GPT-3.5 consistently shows a preference for female items in both scenarios, with this inclination more pronounced for irrelevant items, suggesting a bias in favor of female items. Similarly, GPT-4 displays a moderate bias towards female items, with ratios indicating a stronger bias in irrelevant contexts. This observed trend across models and datasets signals an area for improvement, pointing to the need for more balanced algorithms that do not favor one group over another, particularly in situations where item
<table>
<thead>
<tr>
<th>LLM</th>
<th>Relevant Items</th>
<th>Irrelevant Items</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unprotected %</td>
<td>Protected % Ratio</td>
</tr>
<tr>
<td>GPT-3.5</td>
<td>0.2407</td>
<td>0.2453</td>
</tr>
<tr>
<td>GPT-4</td>
<td>0.2275</td>
<td>0.2496</td>
</tr>
<tr>
<td>Mistral-7b</td>
<td>0.2366</td>
<td>0.0995</td>
</tr>
<tr>
<td>Llama2-13b</td>
<td>0.1227</td>
<td>0.2293</td>
</tr>
</tbody>
</table>

(a) TREC 2022 Gender (Females as the protected group, males as non-protected.)

<table>
<thead>
<tr>
<th>LLM</th>
<th>Relevant Items</th>
<th>Irrelevant Items</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unprotected %</td>
<td>Protected % Ratio</td>
</tr>
<tr>
<td>GPT-3.5</td>
<td>0.2638</td>
<td>0.2537</td>
</tr>
<tr>
<td>GPT-4</td>
<td>0.2347</td>
<td>0.2878</td>
</tr>
<tr>
<td>Mistral-7b</td>
<td>0.2484</td>
<td>0.4168</td>
</tr>
<tr>
<td>Llama2-13b</td>
<td>0.1521</td>
<td>0.2290</td>
</tr>
</tbody>
</table>

(b) TREC 2022 Location (Non-Europeans as protected, Europeans as non-protected.)

<table>
<thead>
<tr>
<th>LLM</th>
<th>Relevant Items</th>
<th>Irrelevant Items</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unprotected %</td>
<td>Protected % Ratio</td>
</tr>
<tr>
<td>GPT-3.5</td>
<td>0.2117</td>
<td>0.3150</td>
</tr>
<tr>
<td>GPT-4</td>
<td>0.2148</td>
<td>0.3125</td>
</tr>
<tr>
<td>Mistral-7b</td>
<td>0.2582</td>
<td>0.4137</td>
</tr>
<tr>
<td>Llama2-13b</td>
<td>0.1490</td>
<td>0.2688</td>
</tr>
</tbody>
</table>

(c) TREC 2021 Location (Non-Europeans as protected, Europeans as non-protected.)

Table 3: Pairwise evaluation results. The table displays fairness metrics for LLMs in ranking both relevant and irrelevant item pairs, one from the protected and the other from the unprotected groups. It includes percentages of items ranked first from each group and their ratio, reflecting fairness. The varying levels of fairness across LLMs, particularly in irrelevant pairings, highlight the importance of further enhancing fairness in LLMs.

Contrastingly, Mistral-7b shows a distinct bias towards male items in relevant pairs, notably in the TREC 2022 Gender dataset, raising questions about the model’s decision-making process and suggesting that its algorithm may weigh male items more heavily when they are relevant. However, this bias diminishes with irrelevant pairs, indicating a different algorithmic behavior in such contexts. Llama2-13b, on the other hand, presents a significant bias towards female items across all datasets, in both relevant and irrelevant pairs, which is concerning for its overall fairness. Overall, while some LLMs show nuanced biases, others like Llama2-13b require more interventions to ensure fair and equitable treatment across all group attributes.

4.3 Overall Evaluation

Overall, analyzing both the listwise and pairwise evaluation results in the Table 1 and Table 3, we observe a complex picture of fairness. While the listwise evaluation, based on group exposure ratios, suggests a fair representation of different groups, the pairwise evaluation reveals the unfairness in LLMs. This inconsistency is particularly evident when LLMs rank pairs of relevant and irrelevant items from protected and unprotected groups.

5 Enhancing Fairness with LoRA

We employed LoRA (Hu et al., 2022) to fine-tune the Mistral-7b model. Our approach involves creating a balanced training dataset with equal representation of responses from both protected and unprotected groups. This balanced dataset aims to steer the model towards fairer rankings when evaluating pairs of relevant or irrelevant items from diverse groups. The implementation of the LoRA module is facilitated using the PEFT (Mangrulkar et al., 2022) package. Aligning with the parameter-efficient methodology outlined in the original LoRA, our study specifically focuses on adapting attention weights. To simplify and enhance parameter-efficiency, we opted to freeze other parameters. In our case, we set the optimal rank to 1, deeming a low-rank adaptation matrix as adequate. The chosen learning rate is $0.003$, and the batch size is set at $4$. These configurat-
(a) Percentage of protected vs. unprotected group items ranked first across different TREC datasets.

(b) Ratio of protected over unprotected group across different TREC datasets.

Figure 4: Impact of LoRA Fine-Tuning on Mistral-7b’s Fairness. Figure (a) shows the percentage of first-ranked items from protected and unprotected groups, while Figure (b) demonstrates the resulting fairness ratios. The LoRA-adjusted model yields ratios closer to the ideal fairness benchmark of 1.0 across TREC datasets.

6 Conclusion

The empirical study and in-depth analysis provided in this research study have revealed the intricate biases presented in Large Language Models (LLMs) when evaluated for fairness through listwise and pairwise methods. While listwise evaluations painted a picture of relative fairness, a deeper investigation via pairwise evaluations uncovered subtler and more profound biases that often favored certain protected groups. The implementation of LoRA fine-tuning on the Mistral-7b model yielded encouraging strides to rectify these biases, demonstrating enhanced fairness in the model’s output. Going forward, our efforts will pivot towards further improving ranking performance with targeted ranking loss functions, while concurrently addressing ranking loss functions, while concurrently addressing fairness more holistically through refined prompting strategies, aiming for an optimal balance between utility and equity in broad LLM-based ranking applications.

Ethics Statement

In this research study, we empirically examine the fairness of LLMs when used as ranking algorithms (namely, LLM rankers). To conduct the proposed research, we mainly adopt publicly available datasets to test the ranking fairness of LLMs across a variety of contexts and demographic groups. We recognize that the use of LLM rankers has the potential to reflect and even exacerbate existing biases rooted in their training corpus.

The objective of this work is not to advocate for or against the use of LLM rankers but to provide an empirical foundation upon which future discussions on the ethical use of LLMs can be built. We commit to presenting our findings in a manner that is objective and devoid of personal biases, with the hope that our work contributes to the responsible development of LLM technologies.

By acknowledging the complexities and responsibilities associated with our research, we aim to foster a deeper understanding of how LLMs can be used in ways that promote fairness and equity. We believe that through careful consideration and ethical diligence, the benefits of LLMs can be harnessed while mitigating their risks and ensuring they serve the interests of all segments of society.
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