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Regression Problem

• Purpose: to predict values from some inputs

• Example: predict the life satisfaction by the GDP per 
capita

• Objective: find a relation between the input and the 
output
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Regression Problem

• Define a model
⎻ A simple model: the input-output relation is a straight 

line
𝑙𝑖𝑓𝑒_𝑠𝑎𝑡𝑖𝑠𝑓𝑎𝑐𝑡𝑖𝑜𝑛 = 𝑤0 +𝑤1 × 𝐺𝐷𝑃_𝑝𝑒𝑟_𝑐𝑎𝑝𝑖𝑡𝑎

⎻ Model parameters: 𝑤0, 𝑤1
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Regression Problem

• Goal: find 𝑤0, 𝑤1

• Why? If you are given a new 𝐺𝐷𝑃_𝑝𝑒𝑟_𝑐𝑎𝑝𝑖𝑡𝑎, you can 
predict the corresponding 𝑙𝑖𝑓𝑒_𝑠𝑎𝑡𝑖𝑠𝑓𝑎𝑐𝑡𝑖𝑜𝑛

𝑙𝑖𝑓𝑒_𝑠𝑎𝑡𝑖𝑠𝑓𝑎𝑐𝑡𝑖𝑜𝑛 = 𝑤0 +𝑤1 × 𝐺𝐷𝑃_𝑝𝑒𝑟_𝑐𝑎𝑝𝑖𝑡𝑎
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Regression Problem

• How to find 𝑤0, 𝑤1 ? 

• 𝑁 training samples: 𝑥𝑛, 𝑡𝑛 , 𝑛 = 1,… , 𝑁

⎻ 𝑥𝑛 is the input, 𝑡𝑛 is the target/true value

⎻ Prediction model: 𝑦𝑛 = 𝑤0 +𝑤1𝑥𝑛
⎻ 𝑦𝑛 is the predicted output
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Regression Problem

• Prediction Error 

𝑦𝑛 − 𝑡𝑛 = 𝑤0 +𝑤1𝑥𝑛 − 𝑡𝑛

• Error Function: sum of the squared error between the 
predicted value 𝑦𝑛(𝑥𝑛, 𝑤0, 𝑤1) and the true target value 
𝑡𝑛

𝐸(𝑤0, 𝑤1) =
1

2
෍

𝑛=1

𝑁

{𝑤0 +𝑤1𝑥𝑛 − 𝑡𝑛}
2
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Regression Problem

• Minimize the error function:

𝐸(𝑤0, 𝑤1) =
1

2
σ𝑛=1
𝑁 {𝑤0 +𝑤1𝑥𝑛 − 𝑡𝑛}

2

⎻ Take the partial derivative of 𝐸(𝑤0, 𝑤1) with respect to 
(w.r.t.) 𝑤0, and let it be 0

𝜕𝐸(𝑤0, 𝑤1)

𝜕𝑤0
= 0

1

2
෍

𝑛=1

𝑁

2(𝑤0+𝑤1𝑥𝑛 − 𝑡𝑛) = 0

෍

𝑛=1

𝑁

(𝑤0+𝑤1𝑥𝑛 − 𝑡𝑛) = 0

𝑁𝑤0 + 𝑤1σ𝑛=1
𝑁 𝑥𝑛 = σ𝑛=1

𝑁 𝑡𝑛 (1)
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Regression Problem

• Minimize the error function:

𝐸(𝑤0, 𝑤1) =
1

2
σ𝑛=1
𝑁 {𝑤0 +𝑤1𝑥𝑛 − 𝑡𝑛}

2

⎻ Take the partial derivative of 𝐸(𝑤0, 𝑤1) w.r.t. 𝑤1, and let 
it be 0

𝜕𝐸(𝑤0, 𝑤1)

𝜕𝑤1
= 0

1

2
෍

𝑛=1

𝑁

2(𝑤0+𝑤1𝑥𝑛 − 𝑡𝑛)𝑥𝑛 = 0

෍

𝑛=1

𝑁

(𝑤0+𝑤1𝑥𝑛 − 𝑡𝑛)𝑥𝑛 = 0

𝑤0σ𝑛=1
𝑁 𝑥𝑛 + 𝑤1σ𝑛=1

𝑁 𝑥𝑛
2 = σ𝑛=1

𝑁 𝑡𝑛𝑥𝑛 (2)
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Regression Problem

• 𝑁𝑤0 +𝑤1σ𝑛=1
𝑁 𝑥𝑛 = σ𝑛=1

𝑁 𝑡𝑛 (1)

• 𝑤0σ𝑛=1
𝑁 𝑥𝑛 +𝑤1σ𝑛=1

𝑁 𝑥𝑛
2 = σ𝑛=1

𝑁 𝑡𝑛𝑥𝑛 (2)

• Solution

𝑤0 =
(σ𝑛=1

𝑁 𝑥𝑛)× σ𝑛=1
𝑁 𝑡𝑛𝑥𝑛 −(σ𝑛=1

𝑁 𝑡𝑛)×(σ𝑛=1
𝑁 𝑥𝑛

2)

(σ𝑛=1
𝑁 𝑥𝑛)

2
−𝑁(σ𝑛=1

𝑁 𝑥𝑛
2)

𝑤1 =
(σ𝑛=1

𝑁 𝑡𝑛)−𝑁𝑤0

σ𝑛=1
𝑁 𝑥𝑛
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Example

• Ground-truths: 𝑡 = 10 + 5𝑥 + 𝑣

• 𝑣~𝒩(0,1)

Normal distribution with mean 0 and variance 1

• Collect 𝑁 = 100 training samples

• 𝑥𝑛, 𝑡𝑛 ,

• 𝑛 = 1, 2, … , 100
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Example

• Use linear regression to find a model:

• 𝑦 = 𝑤0 +𝑤1𝑥
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Polynomial Curve Fitting

• Real-valued input: 𝑥

• True function: sin(2𝜋𝑥)

• Observations 

⎻ 𝑡 = sin(2𝜋𝑥)+Gaussian Noise

• Training set: 𝑁 samples

⎻ 𝑥𝑛, 𝑡𝑛 , 𝑛 = 1,… ,𝑁
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Polynomial Curve Fitting

• We are given 𝑁 = 10 data points 

• 𝑥1, 𝑥2,…, 𝑥𝑁

• Observations of the values of 𝑡

• 𝐭 = [𝑡1, 𝑡2,…, 𝑡𝑁]
𝑇

• Objective: predict the target value 𝑡 for some new input 𝑥
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Polynomial Curve Fitting

• Method: Fit the data using a polynomial function

⎻ 𝑀: the order of the polynomial

⎻ 𝑥𝑗: 𝑥 raised to the power of 𝑗

⎻ 𝐰 = [𝑤0 , 𝑤1 , … , 𝑤𝑀 ]
𝑇: model parameters
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Polynomial Curve Fitting

• A simple version:

⎻ Nonlinear in 𝑥

𝑑 [𝑦 𝑥 ]

𝑑𝑥
= 2𝑤2𝑥

Not a constant!

Instructor: Ying Liu COEN 140, Machine Learning and Data Mining 15

𝑦 𝑥,𝐰 = 𝑤0 +𝑤2𝑥
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Polynomial Curve Fitting

• A simple version:

⎻ Linear in 𝐰

𝑑 [𝑦 𝐰 ]

𝑑𝑤0
= 1,

𝑑 [𝑦 𝐰 ]

𝑑𝑤2
= 𝑥2

They are constants!

• Linear Regression: the model 𝑦 𝑥,𝐰 is linear in the 
model parameter 𝐰
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Polynomial Curve Fitting

• How do we find 𝐰?

𝐰 = [𝑤0 , 𝑤1 , … , 𝑤𝑀 ]
𝑇

The 𝑛-th data sample 𝐱𝑛 =

1
𝑥𝑛
1

⋮
𝑥𝑛
𝑀

= [1, 𝑥𝑛
1 , … , 𝑥𝑛

𝑀]𝑇

𝑦 𝑥𝑛, 𝐰 = 𝐰𝑇𝐱𝑛

= 𝐱𝑛
𝑇𝐰
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Polynomial Curve Fitting

• Minimize the error function:

𝐸(𝐰) =
1

2
σ𝑛=1
𝑁 {𝐱𝑛

𝑇𝐰− 𝑡𝑛 }
2
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Polynomial Curve Fitting

• The optimization problem:

𝐰∗ = argmin
𝐰

𝐸(𝐰)

𝐰∗ = argmin
𝐰

1
2
σ𝑛=1
𝑁 {𝐱𝑛𝑇𝐰 − 𝑡𝑛 }2

• How to solve for 𝐰∗? Take the derivative of 𝐸(𝐰) w.r.t 𝐰
and set it as the 0 vector
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Least Squares Solution

• Solution

𝐰∗ = (𝐗𝑇𝐗)−1𝐗𝑇𝐭

• 𝐭 =

𝑡1
⋮
𝑡𝑁

, 𝐰 =

𝑤0

𝑤1

⋮
𝑤𝑀

, 𝐱𝑛 =

1
𝑥𝑛
1

⋮
𝑥𝑛
𝑀

, 𝑛 = 1, 2, … , 𝑁

• 𝐗 =

𝐱1
𝑇

𝐱2
𝑇

⋮
𝐱𝑁
𝑇

,             𝐗𝑇 = 𝐱1, 𝐱2, … , 𝐱𝑁
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optimal 
weights

Matrix 𝐗 has one input vector per row

vector of 
target values



Model Selection: how to choose 𝑀?
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𝑦 = 𝑤0 + 𝑤1𝑥



Model Selection

• Rule of Thumb
⎻ The number of training samples 𝑁 should be no less than 

some multiple (say 5 or 10) of the number of adaptive 
parameters (𝑀 + 1)

⎻ Here: 𝑁 = 10

⎻ 𝑀 = 9: Over-fitting!
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Model Selection

• Rule of Thumb
⎻ 𝑀 = 9

⎻ Increasing the size of the training set reduces the over-
fitting problem.
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Magnitudes of the Weights

• The magnitude of the weights increases dramatically as 𝑀
increases (for 𝑁 = 10)
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Magnitudes of the Weights

• The more flexible polynomials with larger values of 𝑀 are 
becoming increasingly tuned to the random noise on the 
target values.
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Ridge Regression (Regularized Least Squares)

• To address the over-fitting problem

• Add a penalty term to the error function

• Discourage the weights from reaching large magnitudes
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regularization 
parameter

target value

penalized error 
function

෨𝐸 𝐰 =
1

2
෍

𝑛=1

𝑁

{𝑦 𝑥𝑛, 𝐰 − 𝑡𝑛}
2+

𝜆

2
𝐰 2

2



Polynomial Coefficients/Weights
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Polynomial Coefficients

• 𝜆 cannot be too large (e.g. ln𝜆 = 0)

• 𝜆 cannot be too small (e.g. ln𝜆 = −∞)

• The results for 𝑁 = 10,𝑀 = 9
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Ridge Regression (Regularized Least Squares)

• Setting the derivative w.r.t. 𝐰 to 0 and solving for 𝐰

𝐰∗ = (𝜆𝐈 + 𝐗𝑇𝐗)−1𝐗𝑇𝐭

• Recall 𝐱𝑛 =

1
𝑥𝑛
1

⋮
𝑥𝑛
𝑀

, 𝑛 = 1, 2, … , 𝑁,    𝐗𝑇 = 𝐱1, … , 𝐱𝑁
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(𝑀 + 1) × (𝑀 + 1)

identity matrix

෨𝐸 𝐰 =
1

2
෍

𝑛=1

𝑁

{𝑦 𝑥𝑛, 𝐰 − 𝑡𝑛}
2+

𝜆

2
𝐰 2

2



Housing price prediction

• Data set: California housing dataset

• 𝑀 = 8 attributes/features for the 𝑛-th input
⎻ 𝑥𝑛1, 𝑥𝑛2, … , 𝑥𝑛8
⎻ MedInc, HouseAge, AveRooms, AveBedrms, Population, 

AveOccup, Latitude, Longitude

⎻ 𝑛 = 1,… ,𝑁

• Total number of data samples: 𝑁 = 20,640

• Target output: the price of the house
⎻ 𝑡𝑛, 𝑛 = 1,… ,𝑁
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General Case

• The input data sample has multiple attributes: 
𝑥𝑛1, 𝑥𝑛2, … , 𝑥𝑛𝑀, we can form the 𝑛th data sample as

𝐱𝑛 = [1, 𝑥𝑛1, 𝑥𝑛2, … , 𝑥𝑛𝑀]
𝑇

• Build a linear regression model

𝑦 𝐱𝑛, 𝐰 = 𝐰𝑇𝐱𝑛

• Then find 𝐰 in the same way as the polynomial curve 
fitting example
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Performance Evaluation

• How to know if your regression model works well or not?

• Try it on the Test Set!
⎻ 𝑁𝑡𝑒𝑠𝑡 test data samples

⎻ 𝐱𝑛, 𝑡𝑛 , 𝑛 = 1,… ,𝑁𝑡𝑒𝑠𝑡

• Performance Metric?
⎻ Mean Squared Error (MSE)

⎻ 𝑀𝑆𝐸 =
1

𝑁𝑡𝑒𝑠𝑡
σ𝑛=1
𝑁𝑡𝑒𝑠𝑡{𝑦(𝐱𝑛, 𝐰) − 𝑡𝑛 }

2

=
1

𝑁𝑡𝑒𝑠𝑡
σ𝑛=1
𝑁𝑡𝑒𝑠𝑡{𝐰𝑇𝐱𝑛 − 𝑡𝑛 }

2

⎻ The smaller the MSE, the better the performance.
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Example: housing price prediction
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Example: housing price prediction
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Example: housing price prediction
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Example: housing price prediction
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Remark: Line Fitting

• Notation: 

• 𝐰 ≜ [𝑤0, 𝑤1]
𝑇

• 𝐱𝑛 ≜ [1, 𝑥𝑛]
𝑇

• Inner product: 

• 𝑦𝑛 = 𝑤0 +𝑤1𝑥𝑛 = 𝑤0, 𝑤1 ×
1
𝑥𝑛

= 𝐰𝑇𝐱𝑛

• Prediction Error 

𝑦𝑛 − 𝑡𝑛 = 𝐰𝑇𝐱𝑛 − 𝑡𝑛
• Sum of the squared errors

𝐸(𝐰) =
1

2
σ𝑛=1
𝑁 {𝐰𝑇𝐱𝑛 − 𝑡𝑛 }

2
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Testing and Validation – Case 1

• When you only need to learn the model parameters:

• Split your data into two sets: the training set and the test 
set.
⎻ It is common to use 80% of the data for training and hold 

out 20% for testing.

• You train your model using the training set, and you test it 
using the test set.
⎻ The error rate on the test set is called the generalization 

error.
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Testing and Validation – Case 2

• When you need to learn the model parameters and some 
hyperparameters, such as the 𝜆 in Ridge Regression

• Split your data set into three sets: training set, validation 
set, and test set

• You train multiple models with various hyperparameters 
using the training set, you select the model and 
hyperparameters that perform best on the validation set

• With the selected model, you run a single final test 
against the test set to get an estimate of the 
generalization error.
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