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1 Introduction
In recent years, the rise of the Internet of Things and smart cities has spawned the 
deployment of a large number of monitoring facilities around traffic lights, communi-
ties, and shopping malls. People even buy affordable and practical monitoring devices 
and install them in their rooms to monitor the infants, the elderly or pets remotely in 
real time in order to prevent emergencies. In addition, vehicle intelligence is beginning 
to emerge, and vehicle cameras need to take a large number of pictures and transmit 
them to the backend server. These conditions result in a large amount of image data 
being transmitted over the network, which consumes large network bandwidth. In 
order to reduce the amount of transmitted data, we generally perform lossy compres-
sion on the image and we will obtain a compressed file with a smaller data volume for 
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transmission. The above process is completed by an image codec. Traditional image 
codecs include JPEG [1], J2K [2], BPG [3], etc., which compress images according to a 
set of fixed algorithms or formulas. With the advancement of machine learning and deep 
learning, learning-based image codec has emerged, such as the hyperprior codec [4] and 
coarse-to-fine codec [5].

The processing of decoded images is another problem because they are extremely 
large in number and require further analysis to complete visual recognition tasks such as 
image classification and semantic segmentation. The emergence of deep learning-based 
visual recognition networks has greatly alleviated this problem. For example, ResNet50 
[6] proposed the application of residual bottleneck layer in image classification for the 
first time, and ViT [7] applied the concept of transformer to image classification for 
the first time. Besides, magnetic resonance imaging (MRI) images in modern medi-
cine increasingly rely on semantic segmentation technology to more accurately identify 
tumors in the brain or other parts of the body. When a large number of images need to 
be transmitted for visual recognition tasks, ICM comes into being.

ICM is one kind of frameworks that can compress images specifically for machine 
vision tasks like image recognition and semantic segmentation. An ICM framework is 
generally composed of an image codec and a task network. When the image codec is 
traditional, the codec encoder encodes the image into a binary file. When the codec is 
learning-based, the codec encoders first compress the image into a high-dimensional 
but small-volume tensor which we call latent representation or compressed feature, and 
then the latent representation is further encoded by an arithmetic encoder into a binary 
file. After the binary file arrives at the decoder side, it will be decoded into the image and 
be input into the visual recognition network.

Currently, in order to perform multiple machine visual recognition tasks, many ICM 
frameworks first compress and decompress images, and then send the decompressed 
images to different task networks. However, the training of these frameworks is often 
based on the metrics of human eye such as PSNR instead of machine task metrics such 
as the recognition loss function, which will cause the decoded images not only to lose 
much key information for visual recognition tasks, but also to contain huge amount of 
redundancy. Some other frameworks try to use the side information to do the visual rec-
ognition task to save the bandwidth, such as SIIC [8]. However, SIIC is single-task and 
has no ability to do other visual recognition tasks.

In order to solve the above problems, we propose the side information-driven image 
coding for hybrid machine–human vision (SICMH) framework to maximize the reten-
tion of key information useful for image classification and semantic segmentation while 
satisfying the image reconstruction task. Our contributions are as follows:

• We propose a hybrid machine–human ICM framework SICMH, which can perform 
image classification, semantic segmentation, coarse image reconstruction, and fine 
image reconstruction.

• We propose a multi-scale feature fusion block, which is located on the decoder side 
of SICMH. The multi-scale feature fusion block can make full use of side information 
to achieve better rate-accuracy performance on image classification and semantic 
segmentation.
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• We propose a new semantic segmentation network Modified TrSeg based on TrSeg 
[9]. Our Modified TrSeg can achieve higher segmentation accuracy.

The structure of this paper is as follows: Section  2 describes various types of existing 
ICM frameworks, Section  3 introduces the method we proposed in details, Section  4 
shows the experimental results of SICMH on semantic segmentation, image classifica-
tion, and image reconstruction. Besides, Section 5 provides ablation studies to demon-
strate the effectiveness of specific proposed modules. Section 6 discusses the potential 
performance trade-offs within SICMH and the complexity of SICMH. Section  7 con-
cludes this paper.

2  Related works
In this section, we summarize existing popular ICM frameworks that can perform image 
classification or semantic segmentation, and divide them into three categories: tradi-
tional codec or learned codec conjoining task network, feature compression, and scal-
able coding.

2.1  Traditional codec or learned codec conjoining task network

Conjoining means the former part is concatenated with the later part. The structure of 
this category is shown in Fig. 1. The codecs used in this category are traditional image 
codecs such as BPG [3] or learning-based codecs. After the images are compressed, 
transmitted and decoded by a traditional or learned codec, the decoded images will be 
sent to different task networks. For example, J-FT T-FT [10] compresses and transmits 
the image x to the decoder and decodes it to x̂ . Then J-FT T-FT [10] allocates x̂ to dif-
ferent task networks. Its primary task network is object detection, and its secondary 
task network is image classification on ImageNet1k [11] or semantic segmentation on 
Cityscapes [12]. In the J-FT T-FT framework, the whole network is jointly fine-tuned 
to improve the classification accuracy or segmentation accuracy. Similarly, Recognition-
Aware Learned Image Compression [13] uses a hierarchical autoencoder [14] improved 
by Gaussian Mixture Models (GMM) as the codec and EfficientNet-B0 [15] as the image 
classification network. Another instance is the transformed images method [16], which 
first removes the task-irrelevant information in the image, then uses a codec to compress 
and transmit the processed image for final visual recognition tasks.

Within this category, some other frameworks need to first perform a semantic seg-
mentation operation on the image to obtain the semantic map shown as Fig.  2. The 
codecs use the segmentation map to encode and decode the image. C128 [17], C64 
[17], SC, inst., EDG+ [18], RL-ASC [19] and simplified RL-ASC [19] belong to this cat-
egory. Taking RL-ASC [19] as an example, image x generates semantic map s through 

Fig. 1 The structure of traditional codec or learned codec conjoining task network
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a pretrained semantic segmentation net, then s is split into M semantic sub-maps to 
make sure each sub-map only contains segmentation information belonging to its own 
class. At the same time, x enters a feature extraction net, which produces feature map f  . 
Then f  , respectively, multiplies with the M semantic sub-maps to obtain M sub-features. 
Each sub-feature is then assigned an optimal quantization level. At the decoder side, the 
decoder finally reconstructs the image with the help of s . In other words, the map s par-
ticipates in the compression and decompression stages of the codec, which makes the 
decoded image contain richer semantic segmentation information. The bitrate calcu-
lated for this subcategory should include the bitrate of the semantic segmentation map s 
as well as the bitrate of the feature map f .

2.2  Feature compression

Figure 3 shows the architecture of this category. The encoder directly compresses image 
x into the semantic feature ẑ , which is fed into the subsequent visual recognition tasks, 
without reconstructing image pixels. The frameworks in this category consists of one 
encoder and multiple decoders for different visual recognition tasks. For instance, the 
compressed representation method [20] inputs the compressed feature or latent repre-
sentation ẑ into different subsequent task networks. This category also contains SPIC-Q 
[21], Post-SA [22] and SIIC [8].

2.3  Scalable coding

In this category, the codecs often consist of at least two transmission layers. The first 
layer is the base layer, which only transmits the bit stream of the partial compressed fea-
ture to complete simple tasks such as image classification or preview image generation. 
The second layer is the enhancement layer, which transmits the residue between the 
original image and the base layer information. On the decoder side, the decoded resi-
due is added to the base layer information to handle more complex tasks such as image 

Fig. 2 The structure of traditional codec or learned codec conjoining task network with the assistance of 
semantic segmentation map

Fig. 3 The structure of feature compression
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reconstruction. For example, HMI-IC [23] is typical in this category. On the encoder 
side, image x enters the base layer to get sub-stream fbase , which is fed into preview 
image generation network to get preview image x′ , then the residue between x and x′ is 
compressed as enhancement sub-stream fenhance . fenhance is then added to x′ to produce 
decoded image x̂ . DSSLIC [24] has a structure similar to HMI-IC [23], but like RL-ASC 
[19], it also needs to obtain a semantic segmentation map to assist the codec.

Our proposed SICMH belongs to scalable coding. SICMH’s base layer can perform 
image classification, semantic segmentation, and coarse image reconstruction by purely 
exploiting the hyperprior information. Besides, SICMH’s enhancement layer can trans-
mit the residue information to complete fine image reconstruction.

3  Methods
In this section, we introduce our proposed image coding for hybrid machine–human 
vision system SICMH. It contains a base layer and an enhancement layer. As shown in 
Fig. 4, the black, blue and yellow parts above the red dotted line belong to the base layer. 
The red parts below the red dotted line belong to the enhancement layer. The base layer 
can achieve both machine tasks and human vision task: image classification, semantic 
segmentation, and coarse image reconstruction. The enhancement layer can achieve fine 
image reconstruction for human vision.

3.1  Coding for machine tasks

The base layer in SICMH uses only the side information to perform image classification, 
semantic segmentation, and coarse image reconstruction.

3.1.1  The encoders

The Encoder, Encoder_h1 and Encoder_h2 on the leftmost side of the SICMH framework 
process image x to produce the latent representation y , and two layers of hyperprior 
information h1 and h2 , which we call side information. Then the quantized side infor-
mation ĥ1 and ĥ2 are transmitted to the decoder side. We use the following formulas to 
express the relationships among the encoders in Fig. 4:

Fig. 4 The proposed SICMH’s structure
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 Figure 5 (a)-(c) shows the detailed structures of the Encoder, Encoder_h1 and Encoder_
h2 . These three structures all contain 4 convolutional layers to extract features. Figure 5 
(a) uses GDN for activation among different convolutional layers. Figure 5 (b) and (c) 
uses ReLU for activation.

3.1.2  Channel‑wise auto‑regressive hyper‑prior context model

As shown in Fig. 4, we adopt a channel-wise auto-regressive hyper-prior context model 
(CAHCM) for the entropy coding of hyper prior ĥ1 through better prediction of its dis-
tribution parameters. We divide ĥ1 into several groups in the channel direction. When 
we code the kth group, we use the previously decoded k − 1 groups along with the 
output of the prediction model which is h2p as the input of this context model. Then 
CAHCM outputs the final predicted distribution parameters ( µh1,σh1 ) for the k th group.

3.1.3  The decoders and the task networks

At the decoder side, the proposed multi-scale feature fusion block further processes the 
side information, as shown in Fig. 4 blue part. Compared with SIIC [8], our multi-scale 
feature fusion block improves the way the decoders utilize ĥ1 and ĥ2 . Its purpose is to 
combine the deeper layer side information ĥ2 and shallower layer side information ĥ1 to 
generate richer semantic feature for subsequent machine vision tasks.

The specific process is as follows. After ĥ1 and ĥ2 arrive at the decoder side, ĥ2 is pro-
cessed by Decoder_h2side to generate ĥ′2 . ĥ

′
2 and ĥ1 are fused to form ĥ , then ĥ′2 and ĥ 

pass through Decoder_side3 and Decoder_side1 to generate ĥ′′2 and ĥ′ . The sum of ĥ′′2 
and ĥ′ is h̃′ , which is then processed by Decoder_side2 to obtain ĥ′′ . ĥ′′2 is processed by 
Decoder_side4 to obtain ĥ′′′2  . Finally, the sum of ĥ′′ and ĥ′′′2  is fed to the task network. 

(1)y = Encoder(x),

(2)h1 = Encoder_h1(y),

(3)h2 = Encoder_h2(h1).

Fig. 5 Different encoder structures: a is the structure of Encoder and Encoder_r, b is the structure of 
Encoder_h1 , c is the structure of Encoder_h2 . Conv: convolutional layer, in: input channel number, c: output 
channel number, k: kernel size, s: stride. GDN is Generalized Divisive Normalization [25]. Space2Depth [5] 
increases the channels by a factor of 4 while reducing the height and width by half
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This structure extracts multiple scales of features from both ĥ1 and ĥ2 with feature fusion 
at each scale, which allows SICMH to have better performance in all mentioned tasks. 
We use the following formulas to express the relationships among the decoders in Fig. 4:

After h̃′′ is created, it will be sent to different machine vision task networks. Figure 6 (a) 
shows Decoder_h2side . Figure  6 (b) shows Decoder_side1 and Decoder_side3. Fig-
ure  6  (c) shows Decoder_side2 and Decoder_side4. These three structures all contain 
4 transposed convolutional layers. Figure 6  (a) and (b) uses ReLU for activation, while 
Fig. 6 (c) uses IGDN for activation among different transposed convolutional layers.

(4)ĥ′2 = Decoder_h2side(ĥ2),

(5)ĥ = ĥ1 + ĥ′2,

(6)ĥ′′2 = Decoder_side3(ĥ′2),

(7)ĥ′ = Decoder_side1(ĥ),

(8)h̃′ = ĥ′′2 + ĥ′,

(9)ĥ′′ = Decoder_side2(h̃′),

(10)ĥ′′′2 = Decoder_side4(ĥ′′2),

(11)h̃′′ = ĥ′′′2 + ĥ′′.

Fig. 6 Different decoder structures: a is the structure of Decoder_h2 ,  Decoder_h2c and  Decoder_h2side, b is 
the structure of  Decoder_h1,  Decoder_h1r, Decoder_side1, and Decoder_side3, c is the structure of Decoder, 
Decoder_r, Decoder_side2, and Decoder_side4. TConv: transposed convolutional layer, in: input channel 
number, c: output channel number, k: kernel size, s: stride. IGDN is Inverse Generalized Divisive Normalization 
[25]. Depth2Space [5] reduces the channels by a factor of 4 while doubling the height and width
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For the segmentation task, we concatenate SICMH and the Modified TrSeg network, 
which we call SICMH conjoining Modified TrSeg. In the first training stage, all encoder, 
decoder and Modified TrSeg parameters participate in the training process. First, the 
pretrained coarse-to-fine framework [5] provides the pretrained Encoder, Encoder_h1 , 
Encoder_h2 and Decoder_h2 . Second, we train the Modified TrSeg as mentioned in Sec-
tion  5.1. Third, we concatenate the encoders, the proposed multi-scale feature fusion 
block, and Modified TrSeg to form the ICM framework for semantic segmentation task 
and train the model end-to-end using the following loss function:

where losstrseg is the cross-entropy loss between the modified TrSeg predicted segmen-
tation map and the ground-truth map, Rside is the sum of the bitrates used to encode 
ĥ1 and ĥ2 , and � is the hyper parameter that controls the balance of these two items. In 
the second training stage, in order to further improve the mIoU and perform semantic 
segmentation on multi-scale resolutions of Cityscapes images [12], we freeze the param-
eters in the black part of Fig. 4 and only fine-tune the multi-scale feature fusion block 
and the Modified TrSeg net using the following loss function:

For the classification task, we concatenate SICMH and the task network ViT, which 
we call SICMH conjoining ViT. The parameters of Encoder, Encoder_h1 , Encoder_h2 , 
Decoder_h2 and Prediction Model are all from the first training stage in SICMH conjoin-
ing modified TrSeg, while the pretrained ViT model is from [7]. We freeze the param-
eters in the black part and only fine-tune the parameters of the multi-scale feature fusion 
block and ViT in Fig. 4. The loss function is as follows:

where lossvit is the cross-entropy loss between the predicted labels and the ground-truth 
class labels. The bitrate for this task is Rside.

What needs to be emphasized is, for the semantic segmentation task and the image 
classification task, SICMH does not need to reconstruct the image.

3.1.4  Modified TrSeg

For the segmentation task, we propose a novel semantic segmentation network Modified 
TrSeg as shown in Fig. 7. The upper part of Fig. 7 is the original TrSeg network, which 
extracts feature map f3D and produces the semantic segmentation map S . We modify 
the TrSeg network by adding extra components as shown in the lower part of Fig. 7 with 
the red dotted box. Figure 8 shows the details of the extra components: how modified 
TrSeg multiplies f3D and S to get a new feature map, which is used to perform the TrSeg 
operations again.

On the one hand, in the original TrSeg [9], as shown in the upper part of Fig. 7, the 
image is first processed by backbone ResNet101 v2 to generate f3D , and the number of 
channels is C = 512 , then f3D performs average pooling through the multi-scale pooling 
module (MSPool). The output of MSPool is flattened as g0 . At the same time, f3D is also 

(12)loss1st_segmentation = �× Rside + losstrseg ,

(13)loss2nd_segmentation = losstrseg .

(14)lossclassification = lossvit ,
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flattened as f0 , then g0 and f0 are used as the source and target inputs of the transformer 
decoder. Finally, the output of the transformer decoder is stitched together with f3D to 
get the semantic segmentation map S through a classifier.

On the other hand, our Modified TrSeg improves the original TrSeg by recombining S 
with f3D as shown in Fig. 7, and the details are shown in Fig. 8. We repeat each channel 
of S 512 times, so that every block of 512 channels corresponds to only one class in City-
scapes [12], which we call class block. We then multiply f3D with each class block to split 
f3D into sub-feature maps. Similar to RL-ASC [19], each sub-feature map only focuses 
on the corresponding class feature. The multiply operation is inspired by Mask R-CNN 
[26], which mentioned that the two-category classification is easier than multi-cate-
gory classification, because in two-category classification, we only need to distinguish 
whether the information belongs to the corresponding category, but in multi-category 
classification, we need to divide the information into different categories, which is more 
difficult and less accurate. Finally, the sub-feature maps are fed into a point-wise convo-
lution layer to obtain f3D′ , which is further processed to generate the new segmentation 
map.

Fig. 7 The modified TrSeg structure

Fig. 8 The details of the point product combination of f3D and S (red dotted box of Fig. 7)
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3.2  Coding for coarse image reconstruction

The base layer can perform not only multiple machine vision tasks, but also coarse 
image reconstruction by only utilizing the hyperpriors. The base layer for coarse image 
reconstruction is the yellow part shown in Fig. 4. We leverage several additional mod-
ules, namely Decoder, Decoder_h1 , Decoder_h2c and FuseConcat. In Fig. 4, h̃′ enters the 
Decoder to produce hsum , while ĥ1 and ĥ2 are processed by Decoder_h1 and Decoder_
h2c , respectively, to get h̃1 and h̃2 . Then hsum , h̃1 and h̃2 are sent to FuseConcat to gener-
ate h′sum . Finally, h′sum and h̃′′ are fused to obtain the coarse reconstructed image x̂c . The 
equations below describe how the feature flows for the coarse image reconstruction task:

 Figure 6 (a) shows Decoder_h2 and Decoder_h2c . Figure 6 (b) shows Decoder_h1 . Fig-
ure  6  (c) shows the Decoder. Figure  9 shows the detailed structure of the Prediction 
Model in Fig. 4. The neural network layers are shown in the black boxes, among them 
are the output shapes. Figure 10 shows the internal structure of FuseConcat in Fig. 4, 
where Conv represents convolution, TConv represents transposed convolution.

The side information bits come from SICMH conjoining Modified TrSeg mentioned 
in Section 3.1.3. The parameters in the black part of SICMH shown in Fig. 4 are exactly 
the same for three tasks: semantic segmentation, image classification, and coarse image 
reconstruction. To be more precise, all parameters of Encoder, Encoder_h1 , Encoder_h2 , 
Decoder_h2 and Prediction Model remain unchanged when the system switches among 
these three tasks. We only train the parameters of the multi-scale feature fusion block 
(Fig.  4 blue part), Decoder, Decoder_h1 , Decoder_h2c and FuseConcat (Fig.  4 yellow 
part). The loss function is as follows:

where lossMSE is the mean squared error between the original image x and the coarse 
reconstructed image x̂c. 

3.3  Coding for fine image reconstruction

The image reconstructed from only the side information could be blurry or unclear, 
because the information extracted for machine vision tasks provides limited information to 
reconstruct images for human eyes. In order to bridge the information gap between human 
eyes and machine vision tasks, and to generate images that better meet the needs of human 

(15)h̃1 = Decoder_h1(ĥ1),

(16)h̃2 = Decoder_h2c(ĥ2),

(17)hsum = Decoder(h̃′),

(18)h′sum = FuseConcat(hsum, h̃1, h̃2),

(19)x̂c = h̃′′ + h′sum.

(20)losscoarse_image_reconstruction = lossMSE ,
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eyes, in this section, we propose the enhancement layer, which codes and transmits the 
residue between the original image and the coarse reconstructed image x̂c for fine image 
reconstruction.

The proposed enhancement layer is shown in Fig. 4, below the red dot line, where xr is 
the residue between the original image x and the coarse reconstructed image x̂c . It is first 
encoded by Encoder_r to produce yr , then the quantized ŷr is transmitted to Decoder_r for 
further amplification and restoration. Finally, the fine reconstructed image x̂f is completed 
by summing up x̂c and x̂r . The equations below describe how the feature flows in the fine 
image reconstruction framework:

(21)xr = x − x̂c,

(22)yr = Encoder_r(xr),

(23)x̂r = Decoder_r(ŷr),

(24)x̂f = x̂r + x̂c.

Fig. 9 The internal structure of the Prediction Model in Fig. 4. n: batch size, c: channel, h: height of the tensor, 
w: width of the tensor. Unfold(5) [5] is used to increase the channel by 25 times
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Fig. 5 (a) shows the structure of Encoder_r. Figure 6 (c) shows the structure of Decoder_r . 
For entropy coding, according to [5] we assume that ŷr follows a normal distribution. 
The parameters ( µyr,σyr ) are predicted by ĥ1 through Decoder_h1r and Prediction Model. 
Figure 6 (b) shows the structure of Decoder_h1r.

We only fine-tune the parameters of Decoder_h1r , Encoder_r, and Decoder_r. The rest 
parameters are all from the coarse image reconstruction task and are frozen. The loss 
function is as follows:

where lossMSE is the mean squared error between the original image x and the fine 
reconstructed image x̂f , R is the sum of the bitrates used to encode ĥ1 , ĥ2 and x̂r , and � is 
the hyper parameter that controls the balance of these two items.

4  Results
This section shows the experimental details and results of our proposed framework on 
semantic segmentation, image classification and image reconstruction.

4.1  Semantic segmentation

For semantic segmentation, the data set is Cityscapes [12], where the training set con-
tains 2,975 images and the verification set contains 500 images which is used as our test-
ing set. There are 19 semantic classes. The performance of semantic segmentation is 
evaluated by the mean intersection over union (mIoU). The higher the mIoU, the better 
the performance.

(25)lossfine_image_reconstruction = lossMSE + �× R,

Fig. 10 The internal structure of FuseConcat in Fig. 4. k: kernal size and s: stride size. Concatenate is to 
concatenate two tensors in the channel direction
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The original image resolution is 1024×2048. In addition, we also experiment on images 
with resolutions of 512×1024 and 256×512. Only when the resolution is 1024×2048, 
the proposed SICMH conjoining Modified TrSeg needs to be trained in two stages as 
described in Section 3.1.3. For the other two image resolutions, our method only fine-
tunes the decoders and the Modified TrSeg.

When the resolution is 1024×2048, in the first training stage, the learning rate is 10−5 
and the model is trained for 60 epochs. Then we change the learning rate to 10−6 and 
continue training for 30 epochs. In the second training stage, we freeze the parameters 
in the black part in Fig. 4 and only fine-tune the decoders and the Modified TrSeg for 
30 epochs with a learning rate of 10−6 . When the input image resolution is 512×1024 or 
256×512, the model parameters trained for resolution 1024×2048 are used as the initial 
parameters, then we fine-tune the parameters of the decoders and the Modified TrSeg 
for 40 epochs with a learning rate of 10−6.

As shown in Fig. 11, when the resolution is 1024×2048, our results are compared with 
the experimental results of [10, 27–30]. These methods belong to traditional codec or 
learned codec conjoining task network. In particular, the result of JPEG AI is obtained 
by compressing the test images using JPEG AI, then feeding the decoded images into the 
Modified TrSeg trained in Section 5.1 to obtain segmentation results. It can be clearly 
seen that our proposed method only uses about 28% of the bitrate of J-FT T-FT [10], 
about 20% of the bitrate of VVC [28], and about 18% of the bitrate of HEVC [29] to 
achieve the same mIoU ( ≈ 51%). When the bitrate is around 0.11 bits per pixel (bpp), 
our method achieves an mIoU of more than 64% while VVC [28] achieves an mIoU of 
about 53.5%, HEVC [29] achieves an mIoU of about 51%, cheng20 [30] and J-FT T-FT 
[10] only achieves an mIoU of about 48%. At mIoU=61%, our method uses less than half 
of the bitrates required by JPEG AI [27].

As shown in Fig. 12, when the resolution is 512×1024, our results are compared with 
the experimental results of [2, 3, 8, 17, 18, 32]. These methods belong to the category of 

Fig. 11 Comparison of the semantic segmentation results of different methods on the Cityscapes validation 
set with a resolution of 1024×2048, including JPEG AI [27], J‑FT T‑FT [10], bmshj2018‑hyperprior T‑FT [10], 
bmshj2018‑hyperprior T‑FT baseline [10], J‑FT [10], VVC‑intra [28], HEVC‑intra [29], cheng20 [30] and ours. The 
results of VVC‑intra [28], HEVC‑intra [29], cheng20 [30] are taken from [31]
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traditional codec or learned codec conjoining task network. At the same mIoU ≈ 50% 
level, our method uses about 0.02 bpp, which is 45% less than the second best perform-
ing C128 [17], and 60% less than the third best performing C64 [17]. At the same mIoU 
≈ 61% level, our method uses 0.08 bpp, which is 68% less than C128 [17], and 67% less 
than C64 [17].

As shown in Fig 13, when the resolution is 256×512, our results are compared with the 
experimental results of [3, 8, 19, 24, 27, 33]. These methods belong to the category of tra-
ditional codec or learned codec conjoining task network. At the same mIoU ≈ 49% level, 
we use 0.085 bpp, which is 50% less than the second best performing RL-ASC [19] which 
is 0.18 bpp, and 74% less than the third best performing simplified RL-ASC [19] which 

Fig. 12 Comparison of the semantic segmentation results of different methods on the Cityscapes validation 
set with a resolution of 512×1024, including C128 [17], C64 [17], SC, inst., EDG+ [18], GC,D+ [18], WEBP [32], 
J2K [2], BPG [3] and ours

Fig. 13 Comparison of the semantic segmentation results of different methods on the Cityscapes validation 
set with a resolution of 256×512, including HiFiC [33], DSSLIC fine‑tuned [24], DSSLIC [24], BPG [3], RL‑ASC 
[19], simplified RL‑ASC [19], J2K [2], JPEG [1], JPEG AI [27] and ours
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is 0.3 bpp. When the bitrate is 0.3 bpp, our method achieves more than 57% mIoU while 
RL-ASC [19] and HiFiC [33] achieves an mIoU of 55% and 49%, respectively.

It should be noted that the above-mentioned C128 [17], DSSLIC [24], inst., EDG+ 
[18] and RL-ASC [19] all need the prior semantic segmentation map for both encoding 
and decoding process, but our proposed framework does not need to send any kind of 
semantic segmentation map information to the decoder.

In order to demonstrate the effect clearly, we visually compare our semantic segmen-
tation results with other methods, as shown in Fig. 15. It can be clearly seen that even 
though our framework uses less than half of the bitrate of other methods, our segmenta-
tion result is no worse than learning-based frameworks RL-ASC [19], DSSLIC [24] and 
traditional frameworks such as J2K [2] and BPG [3].

4.2  Image classification

For image classification, we use ImageNet1K [11] as the dataset. The ImageNet data-
set has 1,000 classes, the training set contains 1.28M images, and the validation part 
contains 50,000 images, which is used as our testing set. The ViT version we choose 
has a patch window size of 24× 24 and an input size of 384×384. The batch size is set 

Fig. 14 Comparison of the results of different methods on the ImageNet1K [11] validation set, including 
SPIC‑Q [21], Recognition‑Aware [13], J‑FT T‑FT [10], transformed images [16], compressed representation [20], 
Pre‑SA [22], Post‑SA [22], RNN‑C conjoining ResNet‑50 [34], HMI‑IC [23] and ours

Fig. 15 The semantic maps on Cityscapes [12], the resolution is 256×512. RL‑ASC [19], DSSLIC [24], J2K [2], 
HiFiC [33] and BPG [3] are from the paper [19]. They all use 0.33 bpp, while our SICMH uses 0.12 bpp
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as 64. The learning rate is 10−4 for the first 3 epochs, 10−5 for the next 3 epochs and 
10−6 for the last 3 epochs. The optimizer is the Adam optimizer [35].

As shown in Fig. 14, we compare the top-1 image classification accuracy of our pro-
posed method with [8, 10, 13, 16, 20–23, 34]. These methods belong to the category of 
learned codec conjoining task network. In one word, our method can use less bitrate 
than others to achieve better classification accuracy. Our method is able to achieve a 
top-1 accuracy of around 75% using 0.1 bpp.

4.3  Coarse image reconstruction

As shown in Fig.  4, for coarse image reconstruction on Cityscapes [12] of resolu-
tion 256×512, we initialize the base layer network with trained SICMH conjoining 
Modified TrSeg model and fine-tune the multi-scale feature fusion block, Decoder, 
Decoder_h1 , Decoder_h2c and FuseConcat. The learning rate is 10−4 for the first 600 
epochs, 5−5 for the next 600 epochs and 10−6 for the final 600 epochs. The optimizer 
is the Adam optimizer [35].

As shown in Fig. 16, we compare our PSNR performance on Cityscapes [12] with 
[1–3, 19, 24, 33]. Among these methods, JPEG [1], J2K [2] and BPG [3] are traditional 
codecs and the rest of them are learning-based codecs. When the PSNR is 26 dB, our 
coarse reconstruction method only uses 0.08 bpp, which is 40% of DSSLIC [24] and 
JPEG [1], and 25% of RL-ASC [19].

Since the coarse image reconstruction uses side information specifically designed 
for image classification and semantic segmentation, the decoded image quality is lim-
ited. In the next subsection, we will demonstrate that the proposed fine image recon-
struction module further improves image quality with the assistance of the coarse 
image reconstruction result.

Fig. 16 Comparison of the PSNR results of different methods on the Cityscapes validation set with resolution 
of 256×512, including HiFiC [33], DSSLIC fine‑tuned [24], DSSLIC [24], RL‑ASC [19], simplified RL‑ASC [19], JPEG 
[1], BPG [3], J2K [2], JPEG AI [27] and our coarse and fine image reconstruction methods
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4.4  Fine image reconstruction

As shown in Fig. 4, for fine image reconstruction on Cityscapes [12] of resolution 256×
512, we need not only the bits of x̂c from the base layer, but also the residue x̂r from the 
enhancement layer. In fine image reconstruction, the required bitrates for side informa-
tion are fixed at 0.08 bpp. At this rate, SICHM achieves a semantic segmentation mIoU 
of 49% on the Cityscapes images (256×512 resolution), and a top-1 accuracy of 69% in 
image classification. We freeze the parameters in the black, blue and yellow parts in 
Fig. 4 and only train the enhancement layer which is the red part below the red dotted 
line in Fig. 4. The learning rate is 10−4 for the first 200 epochs and 10−5 for another 200 
epochs. The optimizer is the Adam optimizer [35].

We compare the PSNR performance of different methods on Cityscapes [12]. As 
shown in Fig. 16, at 0.4 bpp, our fine reconstruction method could achieve a PSNR of 
over 35 dB, which is more than 1 dB higher than BPG [3] and JPEG AI [27]. Compar-
ing with the rest of the methods shown in Fig. 16, our method could achieve the high-
est PSNR with the same bitrate, except that in the lower bitrate range (0.1 bpp ∼ 0.23 
bpp), our PSNR performance is not as good as JPEG AI [27]. This is because, to ensure 
that SICMH’s performance in image classification and semantic segmentation is not 
degraded, we need to allocate 0.08 bpp to the base layer. Consequently, SICMH has very 
limited bitrates available for the enhancement layer in this lower bitrate range, resulting 
in reconstructed image quality that is worse than JPEG AI [27].

As shown in Figs.  17 and  18, in order to more intuitively observe the difference 
in human vision between our method and other frameworks, we selected two sam-
ple images from Cityscapes [12] for comparison. At the same bitrate of 0.3 bpp, in 
Fig. 17, our proposed fine image reconstruction achieves a PSNR of 33.48 dB, which 
is 0.5 dB higher than BPG [3]. In Fig. 18, our method achieves a PSNR of 33.71 dB, 
which is 0.74 dB higher than BPG [3]. As we can see, in both figures, the images 

Fig. 17 At a bitrate of 0.3 bpp, the reconstructed images of Cityscapes [12]. The PSNR values are beneath the 
images
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decoded by our proposed fine image reconstruction have sharper edges. The colors 
are closer to the original images than BPG [3], and the decoded images are clearer 
and less blurry than BPG [3].

5  Ablation studies
5.1  Experiments on the modified TrSeg and the original TrSeg

To demonstrate the effectiveness of our proposed modified TrSeg for semantic seg-
mentation, we conducted ablation experiments comparing the modified TrSeg and 
the original TrSeg [9].

Following the training procedure of TrSeg [9], we train TrSeg and modified TrSeg 
from scratch on Cityscapes [12] with a resolution of 1024×2048. The Cityscapes 
training split is used as the training set, and we evaluate the mIoU on the Cityscapes 
validation split. The batch size is 4. The initial learning rate is 5 × 10−5 . The weight 
decay is 10−4 . TrSeg [9] is trained for 200 epochs. The upper part of the modified 
TrSeg shown in the upper part of Fig. 7 is first trained alone for 110 epochs, then 
the whole modified TrSeg shown in Fig.  7 is trained for another 90 epochs. The 
results are shown in Table 1. We observe that modified TreSeg improved the mIoU 
by 2.14%, indicating that recombining S with f3D as shown in Fig.  8 is helpful for 
semantic segmentation.

Fig. 18 At a bitrate of 0.3 bpp, the reconstructed images of Cityscapes [12]. The PSNR values are beneath the 
images

Table 1 Semantic segmentation mIoU of TrSeg and modified TrSeg

Method mIoU

TreSeg 74.30%

Modified TreSeg 76.44%
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5.2   The effectiveness of the multi‑scale feature fusion block

To demonstrate the effectiveness of our proposed multi-scale feature fusion block in 
Section 3.1.3, in this section we conduct an ablation study. We compare three structures 
as shown in Fig. 19 (a)-(c). Each structure takes the entropy decoded side information ĥ1 
and ĥ2 as the input, and outputs h̃′′ , which is fed into the task network. Three structures 
differ in the way they fuse the information from ĥ1 and ĥ2 . We start from the adapter 
structure in SIIC [8], shown in Fig. 19 (a), which is the baseline to be compared. It scales 
up ĥ2 by Decoder_h2side which is then added to ĥ1 . This structure contains only one 
fusion step, and we call it as the one-scale feature fusion module. In order to better uti-
lize ĥ1 and ĥ2 , in Fig. 19 (b), we create the second structure using Decoder_side3 to fur-
ther upscale ĥ′2 and using one more fusion step. We call this structure as the two-scale 
feature fusion module. Similarly in Fig. 19 (c), we use Decoder_side4 to upscale ĥ′′2 , and 
followed by one more fusion step to get our proposed multi-scale feature fusion module. 
It contains three fusion steps, which enables a strong utilization of the side information.

The comparison results are shown in Fig. 20 and Fig. 21. It can be observed that with 
each additional fusion step, the semantic segmentation mIoU on the Cityscapes dataset 

Fig. 19 Structure a is the adapter structure in SIIC [8], it only contains one fusion step. b Is the structure with 
two fusion steps by adding one extra decoder Decoder_side3 to structure (a). Structure c is the proposed 
multi‑scale feature fusion block, which contains three fusion steps

Fig. 20 The comparison of mIoU on Cityscapes 256×512 resolution images among structure (a), (b), and (c) 
ours in Fig. 19
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and the top-1 image classification accuracy on the ImageNet1K dataset increase, indicat-
ing that the proposed multi-scale feature fusion block is essential for the effective utiliza-
tion of side information.

6  Discussion
6.1  Performance trade‑off between image reconstruction and machine tasks

Since our proposed framework is a scalable coding based hybrid machine human vision 
task architecture, it can perform multiple tasks. Inevitably, when the total bitrate is fixed, 
there will be a performance trade-off between the machine task and the human vision-
oriented fine image reconstruction task. Generally speaking, the more bitrate allocated 
to the machine task, the better the machine task is performed. Correspondingly, this 
leaves less bitrate for the fine image reconstruction task, also known as the enhancement 
layer, resulting in its performance degradation.

In this section, we analyze the performance trade-off between image reconstruction 
and machine tasks. Under the same total bitrate budget, we allocate increasing bitrate 
to the base layer, accordingly the enhancement layer for fine image reconstruction has 
decreasing bitrate. With this decreasing enhancement layer bitrate, we evaluate the fine 
image reconstruction PSNR values.

As shown in Fig. 22, bits per pixel refers to the total bitrates, including both the base 
layer bitrate and the enhancement layer bitrate. We conducted three sets of experi-
ments: (1) side=0.08, acc=69%, mIoU=49%; (2) side=0.18, acc=75%, mIoU=53%; 
and (3) side=0.30, acc=78%, mIoU=57%. We use set(side=0.08), set(side=0.18), and 
set(side=0.30) to represent them. Side refers to the bitrates allocated to side information, 
acc refers to the corresponding image classification accuracy on the ImageNet1K data-
set, and mIoU indicates the semantic segmentation accuracy on the Cityscapes dataset 
with a resolution of 256×512.

It can be observed that when the total bitrates are fixed, the more bitrates allocated 
to side information, the better the performance in image classification and semantic 

Fig. 21 The comparison of top‑1 classification accuracy on ImageNet1K among structure (a), (b), and (c) ours 
in Fig. 19
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segmentation, but the worse the performance in image reconstruction. This phenome-
non is more pronounced when the total bitrates are relatively low, such as when the total 
bitrate is 0.35 bpp. At this low bitrate, the enhancement layer bitrate for set(side=0.08), 
set(side=0.18) and set(side=0.30) are 0.27 bpp, 0.17 bpp and 0.05 bpp. The difference 
between these three enhancement layer bitrates is large, 0.27 bpp is 1.6 times of 0.17 
bpp and 5.4 times of 0.05 bpp, therefore when the total bitrates are low the difference 
between the PSNR values is significant. In contrast, when the total bitrates are higher, 
the PSNR difference among these three sets becomes much smaller. For instance, 
when the total bitrate is 0.75 bpp, the enhancement layer bitrates for set(side=0.08), 
set(side=0.18) and set(side=0.30) are 0.67 bpp, 0.57 bpp, and 0.45 bpp. The difference 
between these three enhancement layer bitrates is small, 0.67 bpp is only 1.17 times of 
0.57 bpp and 1.49 times of 0.45 bpp, therefore when the total bitrates are high the differ-
ence between the PSNR values is small.

6.2  Complexity analysis

This section discusses the model complexity of our proposed SICMH framework, and 
compare it with non-scalable coding approaches.

The proposed SICMH is a scalable coding architecture for hybrid machine–human 
vision tasks. It consists of four modules A, B, C, and D as shown in Fig. 23. The base 
layer includes A, B and C. It can perform semantic segmentation task and image classifi-
cation task using modules A and B, and coarse image reconstruction task using modules 
A, B and C. The fine image reconstruction task requires modules A, B, C and D, and 
module D is the enhancement layer.

The training process is as follows. First, we train modules A and B for the semantic 
segmentation task, after which A is frozen. For image classification, module B is trained 
with module A frozen. Coarse image reconstruction requires training modules B and 
C, still with A frozen. For fine image reconstruction, module D is trained with the base 
layer modules A, B, and C frozen.

Fig. 22 Comparison of the fine image reconstruction PSNR results of SICMH with different bitrate of the side 
information, on the Cityscapes validation set with a resolution of 256×512
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Let the model parameter quantities or floating point operations (FLOPs) of A, B, 
C, and D be a, b, c, and d, respectively. If we train one separate model for each of the 
four tasks without module sharing of our proposed SICMH, then the parameters or 
FLOPs required to complete the machine tasks and image reconstruction tasks would 
be: a+ b for semantic segmentation, a+ b for image classification, a+ b+ c for coarse 
image reconstruction, and a+ b+ c + d for fine image reconstruction. This totals to 
4a+ 4b+ 2c + d . However, with our SICMH which uses module sharing, the corre-
sponding parameters or FLOPs are: a+ b , b, b+ c , and d, totaling a+ 3b+ c + d . This 
reduces the overall model size and computational load by 3a+ b+ c , greatly saving 
resources.

7  Conclusion
We proposed a scalable hybrid machine–human vision ICM framework SICMH. Its base 
layer is able to perform semantic segmentation, image classification and coarse image 
reconstruction tasks, and its enhancement layer is able to perform fine image recon-
struction task. Our proposed framework SICMH adopts multi-scale feature fusion block 
to efficiently extract semantic information from hyperpriors to obtain better perfor-
mance on semantic segmentation mIoU, image classification accuracy and coarse image 
reconstruction PSNR. As for fine image reconstruction, our SICMH transmits both the 
side information from the base layer and the residue information from the enhancement 
layer to make the restoration more in line with human eyes. In the future, we will inves-
tigate more advanced methods to address the trade-off between machine vision tasks 
and image reconstruction, especially for low bitrate range.
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